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Preface

All Canadians come into a world that is shaped 
by snow and ice, and I am exceptionally privileged in this 
regard. I was born in the heart of winter in Matheson, 
Ontario, a small mining town in the northern part of the 
province where one can count on snow cover from Hal-
loween to Mother’s Day. For half a year the snow is part 
of your fabric, and for the other half of the year one can 
bike, run, and paddle the landforms and lakes formed 
by the great ice sheets that carved the landscape. I took 
up Nordic ski racing, where I became a student of the 
subtle influences of snow temperature, moisture, and 
texture on grip and glide. I have enjoyed the company 
of too many friends to name (and I include my graduate 
students in this) on ski trips and in glacier field work. 
Faron Anslow, Joe Shea, Tara Moran, Kate Sinclair, 
Gwenn Flowers, Dave Hildes, and Phil Hammer stand 
out within this group. Thanks also to several pagophilic 
friends and colleagues that helped with this text, includ-
ing Jacqueline Dumas, Eric White, Cecilia Bitz, Camille 
Li, and Tom Lambert.
	 Professionally, I am indebted to many colleagues for 
exposing me to the scientific wonders of snow and ice. As 
an undergraduate student at the University of Toronto, I 
had a fortunate confluence with Dick Peltier, who loaned 
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me a copy of Imbrie and Imbrie’s Ice Ages: Solving the 
Mystery. This exposed me to the incredible rhythms and 
unresolved mysteries of Ice Age cycles: Earth’s definitive 
testimony to the importance of the cryosphere in climate 
dynamics. I went on to study glaciology at the University 
of British Columbia, where I enjoyed graduate courses 
from J. Ross McKay, Dave McClung, and Garry Clarke 
in permafrost, avalanche processes, and glacier dynam-
ics. Garry, my Ph.D. mentor, brought me to Trapridge 
Glacier in the Yukon: a magical setting, one of the best-
studied glaciers in the world, and the incubator for many 
of the ideas, instruments, and research methods that un-
derlie current understanding of glacier dynamics. Helgi 
Björnsson entrained me in studies of ice caps in Iceland, 
where fire and ice clash with spectacular results. Martin 
Sharp invited me to field studies on Ellesmere Island in 
the Canadian high Arctic, where the spring landscape is 
a brilliant white as far as the eye can see. 
	 This text is intended as a brief introduction to the 
topic, but I hope that these pages capture the essential 
physics and character of the cryosphere and inspire 
others to further exploration of the cryosphere’s role in 
Earth’s climate. Although I have seen snow and ice in 
many guises, I am still a student of cryosphere dynamics. 
I have striven to provide a balanced perspective on all 
aspects of the global cryosphere, but I suspect that the 
depth of my understanding of certain issues, and lack 
thereof, shines through in places. The suggestions for 
further reading provide greater detail on all topics and 
will help to fill gaps in my coverage. Sincere thanks to 
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Bob Bindschadler, Koni Steffen, and two anonymous re-
viewers for their suggestions, which have improved this 
text. Alison Kalett at Princeton University Press has been 
a delight to work with, and I thank Alison and the pro-
duction staff at the Press for their enthusiasm, support, 
and flexibility.
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Lawren S. Harris: Ellesmere Island (1930). (The McMichael Canadian 
Art Collection, Kleinberg, Ontario, Canada. Gift of Mrs. Chester 
Harris.)



This page intentionally left blank 



the cryosphere



This page intentionally left blank 



 

1   Introduction to  
the Cryosphere

In this place, nostalgia  
roams, patient as slow  

hands on skin, transparent  
as melt-water. Nights are light  

and long. Shadows settle  
on the shoulders of air.  

Time steps out of line  
here, stops to thaw  

the frozen hearts of icebergs.  
Sleep isn’t always easy in this place  

where the sun stays up all night  
and silence has a voice. 

—Claire Beynon, “At Home in Antarctica”

Earth surface temperatures are close to the 
triple point of water, 273.16 K, the temperature at which 
water vapor, liquid water, and ice coexist in thermo
dynamic equilibrium. Indeed, water is the only sub-
stance on Earth that is found naturally in all three of 
its phases. Approximately 35% of the world experi-
ences temperatures below the triple point at some time 
in the year, including about half of Earth’s land mass, 
promoting frozen water at Earth’s surface. The global  
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cryosphere encompasses all aspects of this frozen realm, 
including glaciers and ice sheets, sea ice, lake and river 
ice, permafrost, seasonal snow, and ice crystals in the 
atmosphere. 
	 Because temperatures oscillate about the freezing point 
over much of the Earth, the cryosphere is particularly sen-
sitive to changes in global mean temperature. In a tight 
coupling that represents one of the strongest feedback sys-
tems on the planet, global climate is also directly affected 
by the state of the cryosphere. Earth temperatures are pri-
marily governed by the net radiation that is available from 
the Sun. Because solar variability is modest on annual to 
million-year timescales (less than 1% of the solar con-
stant), the single most dynamic control of net radiation 
is the global albedo—the planetary reflectivity—which 
is heavily influenced by the areal extent of snow and ice 
covering the Earth. The simple but illuminating global cli-
mate models of Mikhail Budyko and William Sellers ex-
plored this feedback in the late 1960s, demonstrating the 
delicate balance between Earth’s climate and cryosphere.

Geography of Earth’s Snow and Ice

Perennial ice covers 10.8% of Earth’s land surface (table 
1.1 and figure 1.1), with most of this ice stored in the great 
polar ice sheets in Greenland and Antarctica. Smaller 
glaciers and icefields are numerous—the global popu-
lation is estimated at more than 200,000—but these ice 
masses cover a relatively small area of the landscape. An 
additional 15.4% of Earth’s land surface is covered by 
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Table 1.1
Area and Volume of the Global Cryosphere

Perennial Ice

Location	 Area	 Volume	 Sea Level Equivalent 

	 (106 km2)	 (106 km3)	 (m)a

Greenland ice sheet	 1.7	   2.9	   7.1
Antarctic ice sheetb	 13.3	 25.4	 56.2
Mountain glaciersc	 1.1	 0.22–0.38	 0.56–0.97
Permafrost	 22.8	 0.01–0.04	 0.03–0.10

Snow and Sea Ice

Type and	 Area (106 km2)	 Extent d (106 km2)
Hemisphere	 Minimum	 Maximum	 Mean	 Minimum	 Maximum	 Mean

Sea ice
 N orthern	 4.8	 13.6	 9.8	 6.6	 15.5	 11.8
  Southern	 1.9	 14.5	 8.7	 3.0	 18.8	 12.0
Snow
 N orthern				    3.1	 46.7	 24.9
  Southern				    13.9	 15.1	 14.3

Note: Sea ice data is from January 1979 to March 2011, and Northern 
Hemisphere snow data is from November 1966 to March 2011.

aSea level equivalent is the increase in global average eustatic sea level that 
would occur if all of this ice was transferred to the oceans. 

bIncludes marine-based (floating) ice shelves, but excludes peripheral 
icefields.

cMountain glaciers and polar ice caps, excluding the Greenland and Ant-
arctic ice sheets but including dynamically independent icefields peripheral 
to each ice sheet (see chapter 6).

dExtent is the total area of the region experiencing snow or ice cover. For 
sea ice, this includes all satellite pixels (with a resolution of ca. 625 km2) with 
an ice concentration of at least 15%; the remainder of the area in a pixel can 
be land or open water. Snow extent is defined by the edge of the region with 
near-continuous snow cover; there can be snow-free patches within this 
region.
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permafrost: frozen ground that ranges from a few meters 
to hundreds of meters deep. 
	I n contrast to this permanent ice, seasonal snow and 
ice fluctuate dramatically. Snow cover is the most vari-
able element of the cryosphere. From 1966 to 2011, the 
Northern Hemisphere winter snow cover reached an 
average maximum extent of 46.7  106 km2: almost half 
of the Northern Hemisphere land mass (figure 1.3). There 
is almost complete loss of this snow each summer, with 
permanent snow cover limited to the interior of Green-
land and the accumulation areas of other high-altitude 
and polar ice caps. 
	 Because the Southern Hemisphere continents are situ-
ated at lower latitudes (excepting Antarctica), southern 
snow cover is less extensive. It is also less studied, with 
satellite composite images of total snow-covered area 
available only since 2000. The South American Andes, 
high elevations of southeastern Australia, much of New 
Zealand, and the islands off of Antarctica all experience 
seasonal snow, as do the high peaks in tropical East Af-
rica. Based on the July 0°C isotherm, the total area of this 
maximum snow cover is estimated to be 1.2  106 km2, 
with most of this snow residing in the Patagonian icefields 

Figure 1.1. Global (a) Arctic and (b) Antarctic sea ice cover, 
February 1, 2011. Also shown are the Greenland and Antarctic Ice 
Sheets. Data provided by the National Center for Environmen-
tal Prediction/NOAA and the U.S. National Snow and Ice Data 
Center. Images from The Cryosphere Today, University of Illinois at 
Urbana-Champaign (http://arctic.atmos.uiuc.edu/cryosphere/).
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of South America. Combined with the permanent blan-
ket of snow over Antarctica, this gives a peak Southern 
Hemisphere terrestrial snow cover of 15.1  106 km2, ap-
proximately one-third that of the Northern Hemisphere. 
	 There is less of a seasonal cycle for the Southern 
Hemisphere snowpack, as most of Antarctica is too 
cold to experience summer melting. Snows are peren-
nial across the frozen continent, with melting confined 
to the coastal periphery. As a tangential but delightful 
consequence of this, earthshine is exceptionally bright 
in December and January, when the Sun is sojourning 
in the Southern Hemisphere and reflected sunlight from 
Antarctica adds to the solar illumination of the Moon. 
In a sense, everyone in the world can see the Antarctic 
snows in the lunar orb.
	 The white blanket that spreads over the land surface 
each winter has a direct parallel in the high-latitude 
oceans, where sea ice forms a thin veneer that effectively 
transforms water to land for much of the year. Figure 1.2 
illustrates a “field” of snow-covered ice floes aligned by 
the wind during sea-ice breakup in early summer (June 
2005). Sea ice is made up of a combination of first-year 
and multiyear ice. First-year ice forms anew from in 
situ freezing of seawater each year. Multiyear ice has 
survived at least one summer melt season, persevering 
through two main mechanisms: (i) some ice remains at 
high latitudes as a result of being landfast, stuck within 
a channel or bay, or cycled within ocean gyres that trap 
rather than export the ice; (ii) ice floes ridge or pile up 
in areas of convergence, producing thick, resilient ice. 
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These mechanisms often operate in concert and are 
more prevalent in the Arctic than the Antarctic, result-
ing in a thicker ice cover and more multiyear ice in the 
north. 
	R elative to the continents, seasonal cycles of ice in the 
oceans are more hemispherically symmetric (table 1.1), al-
though there are interesting north–south contrasts. Pas-
sive microwave remote sensing for the period 1979–2011 
indicates an average minimum Northern Hemisphere 
ice area of 4.8  106 km2, typically reached in September. 
Maximum ice cover is usually attained in late winter, with 
an average March ice-covered area of 13.6  106 km2. Sea 

Figure 1.2. Snow-covered sea ice floes and melt ponds during 
spring breakup, Button Bay (Hudson Bay), Manitoba, Canada. 
The ice floes are aligned by the wind. Scientific instrumenta-
tion (a ground-based microwave scatterometer) is visible in the 
center of the picture. (Photograph by John Yackel.)
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ice in the Southern Ocean has a larger seasonal cycle, with 
relatively little multiyear ice. Annual mean sea-ice cover 
in the south is 8.7  106 km2, varying from 1.9  106 km2 
(February) to 14.5  106 km2 (September). 
	C ombining the hemispheres, global sea-ice area is rela-
tively constant, varying from 15.4  106 to 20.8  106 km2, 
with a minimum in February and a peak in November. 
Global ice extent—the area of the oceans containing sea 
ice, as demarcated by the ice edge—varies from 18.4  106 
to 27.3  106 km2. Mean annual global ice area and extent 
are 18.5  106 and 23.9  106 km2.
	C ombining the snow and sea-ice cover, the seasonal 
cryosphere blankets 59  106 and 30  106 km2 in the 
Northern Hemisphere and Southern Hemisphere, re-
spectively. Figure 1.3 illustrates the geographic distri-
bution. Additional elements of the cryosphere include 
seasonally frozen ground and freshwater (river and 
lake) ice.
	 This snow and ice cover influences the surface albedo 
and energy budget of the planet fluxes of heat and mois-
ture between the atmosphere and surface and the pat-
terns of circulation in the ocean and atmosphere. Each 
element of the global cryosphere interacts with and af-
fects weather, climate, and society, and each is highly 
sensitive to global climate change. 
	 This book explores the physics and characteristics of 
the global cryosphere, with an emphasis on cryosphere–
climate interactions. Chapter 2 presents an overview of 
the structure of snow and ice in its various manifesta-
tions on Earth, including the material properties that 
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Figure 1.3. Areal coverage of global glaciers, permafrost, and winter snow and sea ice cover. (Image adapted from 
the UNEP/GRID-Arendal Global Outlook for Ice and Snow (2007). Original map design and cartography by Hugo 
Ahlenius; http://maps.grida.no/go/graphic/the-cryosphere-world-map.)
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make it such a peculiar and intriguing substance. The 
thermodynamics of snow and ice are examined in chap-
ter 3. Chapters 4–7 provide an overview of Earth’s dif-
ferent cryospheric realms: seasonal snow, freshwater 
ice, sea ice, glaciers, ice sheets, and permafrost. I discuss 
cryosphere–climate processes and the role of the cryo-
sphere in the global climate system in chapter 8. Chapter 
9 concludes with a perspective of cryospheric changes 
throughout Earth history, including a brief overview of 
cryospheric vulnerability to recent and future climate 
warming.
	 This offers an entry to some of the important aspects 
of snow and ice in the global climate system. It is not 
possible to provide a comprehensive overview within the 
pages of this volume, so I confine the focus to a basic 
physical introduction to the cryosphere and cryosphere–
climate interactions. Many fascinating aspects of the 
cryosphere, such as avalanche science, snow and ice 
microphysics, ice cores, and cold regions geomorphol-
ogy, are overlooked. Interested readers will find many 
excellent texts that delve deeper into snow and ice sci-
ence, and suggestions for further reading for each chap-
ter are provided in the Annotated Bibliography.



 

2   Material Properties  
of Snow and Ice

Even as our cloudy fancies take 
Suddenly shape in some divine expression . . . 

This is the poem of the air, 
Slowly in silent syllables recorded 
—Henry Wadsworth Longfellow, 

“Snowflakes”

Much has been written of the ephemeral beauty 
and singularity of snowflakes. There is little in nature 
that can rival a snowflake’s intricate, delicate architec-
ture. Snow crystals are simultaneously unique yet ubiq-
uitous in blanketing the landscape of much of the world 
during the winter months. Snow and ice have unusual 
material properties and a very specific crystalline struc-
ture, imparted by the molecular character of water and 
the nature of intermolecular bonds in the ice crystal lat-
tice. This chapter provides an overview of some of the 
macroscopic properties of snow and ice that shape the 
cryosphere and its influence on Earth’s climate.
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Crystal Structure

Water—familiar, household H2O—has a simple molecu-
lar arrangement, but this simplicity and familiarity dis-
guise the fact that water is a rather peculiar substance. 
Hydrogen atoms within a water molecule are held to 
the oxygen atom by strong covalent bonds. The hydro
gen atoms are grouped together on one side of the oxy
gen atom with a bond angle of 104.5°. Two electron 
pairs sit on the other side of the oxygen. This structure 
gives water molecules a strong polarity, with a positive 
charge on the side with the hydrogen atoms and a nega-
tive charge opposite to this, associated with the electron 
pairs. This dipolar nature creates strong intermolecular 
bonds between water molecules, as hydrogen atoms are 
attracted to the electron pairs of adjacent molecules. The 
resulting intermolecular hydrogen bonds are even stron-
ger as a result of water’s small molecular size, which al-
lows close packing. 
	 Water molecules group in a tetrahedral form, which 
should produce bond angles of 109.5°. The strong repul-
sion between the electron pairs distorts this, producing 
a lower bond angle of 104.5° in the liquid or vapor phase 
and giving water molecules a “bent” shape. In the solid 
phase, ice crystals form from individual water mol-
ecules bonded in symmetric, hexagonal plate structures 
(figure 2.1). 
	 A number of different ice-crystal structures have been 
experimentally identified, but hexagonal ice (Ih) is the 
only structure that forms at the range of temperatures 
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and pressures relevant to Earth’s climate. Cubic ice (Ic) is 
found in ice crystals in the extreme cold temperatures of 
the upper atmosphere, where it can form at temperatures 
below 150 K. This structure is also expected at the low 
temperatures felt elsewhere in the solar system. More 
exotic, high-density ice structures have been experimen-
tally produced at high pressures, but these are not found 
naturally on Earth.
	 The hexagonal symmetry of ice crystals results from 
the tetrahedral bonds of H2O as water molecules freeze 
into a crystal lattice (figure 2.1a). In the solid phase, each 
hydrogen atom is still shared with an adjacent oxygen 

Figure 2.1. (a) Hexagonal symmetry and tetrahedral structures of the 
ice crystal lattice. Each oxygen atom (white sphere) is joined with 
four other oxygen atoms through covalent bonds with hydrogen 
atoms (black spheres). (b) Stellar dendrite snowflake, 0.25 mm, as 
imaged by a low-temperature scanning electron microscope. (Micro
photograph courtesy of William Wergin and Eric Erbe, Beltsville 
Agricultural Research Center, Beltsville, Maryland.)

a. b.
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atom via hydrogen bonds, but the crystal lattice struc-
ture opens up to the tetrahedral bond angle of 109.5°. 
This results in an open, hexagonal planar structure.
	 Snowflakes in the atmosphere are not usually initi-
ated through spontaneous (homogeneous) nucleation. 
Supercooled water droplets exist to temperatures as low 
as –40°C, as the low vapor density and continual move-
ment of the air makes it difficult for ice crystals to nucle-
ate (compared with, e.g., lake ice that forms in water). 
At subfreezing temperatures, water in clouds consists of 
a mixture of vapor, supercooled droplets, and ice crys-
tals, something known as mixed clouds. A surface for 
nucleation, such as pollen, dust, or another ice crystal, 
helps to seed ice-crystal growth. Where present, such 
cloud condensation nuclei provide a surface for conden-
sation as well as deposition and greatly facilitate cloud 
development.
	O nce nucleated, ice crystals grow in clouds through 
vapor deposition, as well as through collision and co-
agulation with other ice crystals. Because of curvature 
effects, the saturation vapor pressure over a plate-like 
ice surface is lower than that at the surface of a spheri-
cal liquid water droplet. This creates a favorable vapor 
pressure gradient that allows nascent ice crystals to out-
compete water droplets with respect to vapor diffusion, 
and snowflakes grow at the expense of supercooled water 
droplets in a cloud. Once a snowflake become massive 
enough, it drifts to the ground, commonly experiencing 
modification en route through collisions or partial melt-
ing. These processes often cause snowflakes that reach 
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the ground to be rounded or fragmented, rather than the 
textbook dendritic, stellar crystals of figure 2.1b. 

Density of Snow and Ice

The geometric arrangement of this lattice structure is spa-
cious, giving water the most unusual property of having a 
solid phase that is less dense than its liquid phase. At 0°C, 
water has a density of 1000 kg m–3, whereas pure ice (Ih) has 
a density of 917 kg m–3. Ice floats in its own melt, one of few 
substances to do so. Diamonds, germanium, gallium, and 
bismuth, all structurally similar to ice, also float in their 
own liquid. Imagine the sight of sunlight sparkling off of 
a diamond-berg in a sea of liquid diamond! But this is not 
to be found at Earth’s surface temperatures and pressures.
	 Figure 2.2 plots the density of pure ice and water as a 
function of temperature. This plot also illustrates the un-
usual density inversion for freshwater. Pure water has its 
maximum density at 4°C, and it becomes less dense as it 
cools below this. The reason for this is not fully under-
stood, but it is related to the angle of the hydrogen bonds 
in the rigid, low-density crystal lattice that characterizes 
water in its solid phase. To quote James Trefil, “water 
never quite forgets that it was once ice.” 
	 Water density continues to decrease below 0°C in su-
percooled water droplets (figure 2.2a). This density in-
version is specific to freshwater. Salt content in seawater 
makes it more dense: 1028 kg m–3 for surface water with a 
temperature of 0°C and a salinity of 35 ppt. Dissolved ions 
in salt water also interfere with the molecular packing of 
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water molecules, causing it to behave more like a regular 
liquid. Where salinity exceeds 24.7 ppt, density increases 
continuously as temperature drops to the freezing point. 
This is the case in most of the world’s oceans. Seawater 
with a salinity of 35 ppt freezes at –1.9°C. 

Figure 2.2. Density of (a) pure water and (b) ice as a 
function of temperature at mean sea level pressure. 
Maximum freshwater density is at 4°C.
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	O nce frozen, ice behaves like most solids, with in-
creasing density as temperature drops; ri = 920 kg m–3 
at –23°C (figure 2.2b) and values reach 922 kg m–3 for 
the coldest ice to be found, in the Antarctic ice sheet. Ice 
density also increases slightly with pressure. The volume 
compressibility is about 1.2  10–10 Pa–1, giving a density 
of 921 kg m–3 under the load of 4 km of ice, which is typi-
cal of the East Antarctic plateau.
	 The density of snow is less than that of crystalline ice. 
Snowflakes are composed of an arrangement of ice crys-
tals, but snow that accumulates on the ground is a porous 
medium dominated by air pockets. Fresh, dry snow has an 
average density of about 100 kg m–3, but this ranges from 
20 to 200 kg m–3 or more, depending on the temperature, 
wind, and liquid water content during deposition. Densifi-
cation occurs as snow settles and compacts, with dry snow 
densities increasing to as much as 400 kg m–3 in seasonal 
snowpacks that are subject to strong wind packing. Once 
the melt season begins, or in snow that becomes saturated 
from a rain event, further packing and sintering of grains 
increases the density to values of ca. 500 kg m–3. Spheri-
cal packing models (which assume identical, individual 
spherical grains and air-filled pore space) predict a maxi-
mum density of 550 kg m–3. Liquid water or refrozen ice in 
the pore spaces can further increase the bulk density.
	 Figure 2.3 illustrates this for a database of average 
snowpack densities, plotted as a function of day of year 
from a multiyear record of snow pits at Haig Glacier in 
the Canadian Rockies. Data are from three sites on the 
glacier and one site in the glacier forefield. Snow depths 
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in this compilation vary from 0.55 to 4.32 m (150 to 
2160 mm water equivalent). The evolution of snowpack 
density is similar at all sites; fresh snow settles to den-
sities of 300–350 kg m–3, where it remains through the 
winter months, and a sharp increase in density accompa-
nies warmer conditions and the onset of melting in May. 
	I n the accumulation area of a glacier, snow that sur-
vives the summer melt season undergoes a gradual 
transition to firn and then glacial ice. This transition 
is accompanied by ongoing densification. The process 
is continual, and there is no clear distinction between 
snow and firn. In mountain glaciers, firn is often defined 
as snow that has lasted at least one melt season. This 

Figure 2.3. Average density of the snowpack as a function of 
day of year from four sites at Haig Glacier in the Canadian 
Rockies (50.7° N, 115.3° W). The upper three sites are on the 
glacier, and the lower site is from the glacier forefield.
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description does not apply to the polar ice sheets, how-
ever, where firn forms in the absence of melting. Firn 
can be loosely defined as dense, multiyear snow, with 
typical densities of 550 to 830 kg m–3. The upper limit is 
well defined. This demarcates the transition from firn to 
ice, associated with closure of the pore space. In coastal 
mountain environments, where temperatures and snow 
accumulation rates are high, the transition from firn to 
ice takes place in a matter of years. This requires about 
2500 years on the cold, dry plateau of East Antarctica.
	 The density of river, lake, and sea ice is similar to that 
of glacial ice during formation, with little or no air-filled 
void space. There can, however, be liquid water pockets, 
and sea ice contains brine pockets that give it a bulk sa-
linity that is intermediate between the salinities of sea
water and freshwater ice; 5–10 ppt is typical for first-year 
sea ice. There are also solid salt precipitates in sea ice. 
These inclusions can elevate the density, with measured 
values of up to 940 kg m–3. As freshwater and sea-ice 
melt, vertical drainage channels form, absorbed short-
wave radiation can melt subsurface ice, and the ice can 
deteriorate or become “rotten,” with macroporous air 
pockets and channels. Ice densities during decay can 
drop to 700 kg m–3 or less in surface ice.

Thermodynamic Properties  
of Snow and Ice

The thermal characteristics of snow and ice play an 
important role in determining exchanges of energy 
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between the cryosphere, ocean, and atmosphere. They 
also govern the sensitivity of the cryosphere to climate 
change and many of the cryospheric feedbacks to this 
change. Select thermodynamic properties of snow and 
ice are compiled in table 2.1.

Specific and Latent Energy

One of the special properties of water is its resistance to 
phase changes. It requires 334 J to melt 1 g of ice at 0°C, 
an enormous amount of energy. Of common substances, 
only ammonia has a higher specific enthalpy (latent 

Table 2.1
Physical Properties of Snow and Ice at 0°C

Property	 Freshwater	 Ice	 Sea Icea	 Snowb	 Firn
			   	 Fresh	 Settled/Wet

Density (kg m–3)	 1000	 917	 720–940	 20–150	 250–550	 550–830
Albedo	 0.1	 0.1–0.6	 0.1–0.7	 0.8–0.9	 0.4–0.6	 0.3–0.4
Thermal  
  conductivity 	 0.56	 2.11	 1.91	 0.03–0.06	 0.1–0.7	 0.7–1.5 
  (W m–1 °C–1)
Heat capacity	 4.218	 2.12	 2.12	 2.09	 2.09	 2.09 
  (J g–1 °C–1)
Thermal diffusivity	 0.13	 1.09	 1.06	 0.22	 0.30	 0.69 
  (m2 s–1)
Latent heat of 	 334					      
  fusion (J g–1)
Latent heat of  
sublimation (J g–1)	 2834

aThermal properties for a temperature of –2°C, a salinity of 5 ppt, and a 
density of 850 kg m–3.

bThermal diffusivities calculated for densities of 100, 400, and 700 kg m–3.
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heat) of fusion. Direct conversion of ice from the solid to 
vapor phase is an even greater energy sink; sublimation 
of ice at 0°C requires 2834 J g–1. Energy that is consumed 
for evaporation or sublimation is unavailable for melting 
snow and ice, a process that limits ablation in arid envi-
ronments (e.g., high elevations in the tropical mountains 
and on the East Antarctic plateau). 
	 The high specific enthalpies of phase change in water 
are a result of its small molecular size and strong hydro-
gen bonds, which reduce the intermolecular distance. A 
water molecule also forges hydrogen bonds with four ad-
jacent water molecules, which distinguishes it from other 
compounds that have hydrogen bonds (e.g., methanol). 
The strong intermolecular bonds and stable tetrahedral 
structure make it difficult to separate water molecules. 
This also gives water unusually high freezing and boiling 
point temperatures.
	 Warming or cooling of liquid water also involves a 
great deal of energy. The specific heat capacity of water is 
4.218 J g–1 °C–1 at 0°C and standard atmospheric pressure: 
once again, second only to ammonia among commonly 
found liquids. The heat capacity of ice is about half of 
this; snow and ice have less thermal inertia than that of 
liquid water, but they still require a lot of energy to warm 
or cool. Literature values of 2.05–2.13 J g–1 °C–1 are rec-
ommended for ice at 0°C. The heat capacity of pure ice 
increases slightly with temperature, an effect that can be 
approximated through a linear parameterization, 

ci = 2.115 + 0.008T J g–1 °C–1,	 (2.1)
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where T is the ice temperature in degrees Celsius. This 
gives ci = 1.955 J g–1 °C–1 at –20°C. The value for snow is 
similar, although the volumetric heat capacity, (rc)s, is 
much smaller due to the low density of snow. 
	C old snowpacks delay the start of the melt season, as 
snow must first warm to 0°C before melting can occur. 
This process is known as snowpack “ripening,” or the 
development of an isothermal snowpack. In most situ-
ations, the energy involved is relatively minor compared 
with the latent energy that is needed to melt seasonal 
snow. Consider a 1-m-deep snowpack with a mean tem-
perature of –10°C, a density of 300 kg m–3, and a heat ca-
pacity of 2.09 J g–1 °C–1. With a net energy flux of 200 W 
m–2, it requires 8.7 hours to warm the layer of snow to 
the melting point. This same amount of energy would 
melt 0.018 m water equivalent (w.e.), a small fraction of 
the energy needed to melt away the snow. Midlatitude 
glaciers experience several meters of water-equivalent 
melt per year, so the early-season warming of the winter 
snowpack is a minor component of the energy budget. 
This is not true at the highest latitudes and altitudes (e.g., 
the interior of Greenland and Antarctica), where energy 
is limited and the thermal inertia of cold snowpacks 
helps to inhibit meltwater formation and runoff.
	I n sea ice, there are additional effects from the liquid 
brine content, which are often described by constructing 
an effective specific heat capacity. The conventional defini-
tion of specific heat capacity, as used earlier, refers to the 
energy per unit mass required to change the temperature 
of a material, assuming there is no phase change taking 
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place. The effective heat capacity includes the latent energy 
of phase changes that can accompany a change in tem-
perature of a material; this is necessary for sea ice because 
salt content lowers the melting point temperature, giving a 
transition zone for melting/freezing of sea ice, rather than 
an abrupt phase change at 0°C. Theoretical considerations 
give the effective specific heat capacity for sea ice,

csi = ci + mLf S/T 2 J g–1 °C–1,	 (2.2)

where m = 0.054°C ppt–1 is the freezing point depression 
of water as a function of salinity, S is the salinity in parts 
per thousand, and Lf is the latent heat of fusion of pure 
water. This equation avoids a singularity as T " 0°C be-
cause all of the sea ice has melted away by that point, 
assuming S > 0. When S = 0, csi = ci. For T = –10°C and 
S = 10 ppt, csi = 2.037 J g–1 °C–1. As temperatures warm, 
more energy is committed to the phase change (latent 
heat), and the effective heat capacity increases (e.g., csi = 
2.144 J g–1 °C–1 when T = –2°C and S = 10 ppt). 
	 The concept of effective heat capacity, combining the 
energy required to warm the ice and that associated with 
the enthalpy of melting (in this example), is practical for 
modeling any system where the phase change does not 
occur abruptly at 0°C. Freezing of clay-rich soils is simi-
lar; surface tension effects from fine particles result in 
free water at temperatures well below 0°C, so effective 
heat capacity can also be used in modeling freezing front 
propagation in soils.
	I mpurities in permafrost and glacier ice are usu-
ally found in much lower concentrations than those in 
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seawater, but they still introduce a slight reduction in 
the freezing point. Pressure introduces one additional, 
intriguing effect on the freezing point of water. Fresh-
water ice forms at 0°C at standard atmospheric pressure, 
but it resists freezing under elevated hydrostatic or litho-
static pressures, as found in subsurface, subglacial, and 
marine environments. The Clausius–Clapeyron relation 
describes the freezing-point depression for pure water as 
a function of pressure, 

,T
P

T a
L f

2
2

∆
= 	 (2.3)

where T is the absolute temperature and a is the specific 
volume (inverse of density). Da is the change in specific 
volume associated with the phase change from water to 
ice. At 0°C, Eq. (2.3) gives 2T/2P = 0.074°C MPa–1. As an 
example, overburden pressure shifts the freezing point of 
pure ice to –1.8°C under 1 km of sediments with an aver-
age density of 2500 kg m–3. This effect decreases slightly 
at lower temperatures. Pressure-melting effects are greater 
in glacier ice, where ice typically has air, water, and impu-
rities in interstitial and intergranular pore spaces. In water 
that is saturated with air, 2T/2P = 0.098°C MPa–1. Because 
glacier ice contains dissolved air bubbles, this provides a 
better estimate for the freezing-point depression in gla-
ciers. This translates to 8.8  10–4  °C m–1 for an ice den-
sity of 917 kg m–3, which gives pressure melting points of 
–0.18°C and –3.53°C under 200 m and 4 km of ice. 
	 This freezing-point depression has subtle but impor-
tant effects on meltwater at the base of a glacier or ice 
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sheet or for glacial ice in contact with the ocean. Melt-
water that drains from an area of thick ice to thin ice 
in a glacier will be supercooled, and it can freeze on at 
the base of the thinner ice. Similarly, ice at the base of 
a floating ice shelf may or may not be colder than the 
ambient seawater, depending on the ice-shelf thickness. 
Combined with complex subshelf ocean circulation pat-
terns, this gives regions of ice shelves that are subject to 
high rates of basal melting while other ice-shelf areas ex-
perience basal accretion (freeze-on). 

Thermal Conductivity

Thermal conductivity is perhaps the most interesting 
and important thermodynamic parameter for snow and 
ice. As a result of its abundant air space, snow is an ex-
cellent natural insulator. It takes only a few decimeters 
of snow cover to insulate underlying ground or ice from 
atmospheric temperatures. This plays a critical role in 
the growth and thickness of permafrost, freshwater ice, 
and sea ice. A deep snow cover limits underlying ice 
thickness. 
	 Literature estimates for the thermal conductivity of 
pure ice at 0°C vary from 2.0 to 2.4 W m–1 °C–1. A value of 
2.1 W m–1 °C–1 is commonly adopted. Thermal conductiv-
ity increases slightly as temperature drops. This can be ap-
proximated as a linear relationship with dki /dT . –0.01 W 
m–1 °C–2. Pringle et al. (2007) suggest the parameterization

ki(T) = 2.11 - 0.011T W m–1 °C–1, 	 (2.4)
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where temperature is in degrees Celsius. Cuffey and Pat-
erson (2010) recommend an exponential relation,
ki(T) = 2.072 exp(–0.0057T ) W m–1 °C–1,	 (2.5)

with temperature once again in degrees Celsius. 
	 Within snow there are also temperature effects on 
thermal conductivity (as snow is composed of ice crys-
tals), as well as complex influences from snow texture 
and microstructure. There is no single value for the ther-
mal conductivity of snow, but the dominant influence on 
this parameter is the bulk porosity or density. Sturm et 
al. (1997) review several different parameterizations in 
the literature and recommend the following empirical 
relation: 
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where snow density has units of grams per cubic centi-
meter. This gives a range from 0.03 to 0.70 W m–1 °C–1 for 
densities typical of seasonal snow. Fresh, dry snow has 
much lower values (table 2.1), whereas rounded grains, 
dense wind slab, and liquid water content promote dense 
snow and thermal conductivities that are similar to that 
of water. As snow transforms from firn to ice, thermal 
conductivity continues to increase to a value that resem-
bles that of other solids, such as mineral soils and rocks.
	I n sea ice, brine content introduces additional com-
plications to heat transfer. Brine pockets decrease the 
thermal conductivity. There are once again numerous pa-
rameterizations in the literature, commonly of the form
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ksi = si /i (ki + bS/T ),	 (2.7)

where S and T are the salinity and temperature of the ice, 
in ppt (‰) and degrees Celsius, i is the density of pure 
ice, and si is the density of the sea ice. The density ratio is 
introduced to capture the influence of air-filled pore space, 
which reduces the thermal conductivity relative to pure 
ice. Literature values of b are in the range 0.09–0.12 W m–1  

ppt–1. For a case with T = –2°C and S = 10 ppt, b = 
0.09 W m–1 ppt–1 gives ksi = 1.68 si/i W m–1 °C–1. At –10°C 
and S = 10 ppt, this increases to ksi = 2.13 si/i W m–1 °C–1.
	 Thermal conductivity is a primary parameter for 
heat transfer, but thermal diffusion also depends on the 
density and specific heat capacity of the material. The 
thermal diffusivity, k = k/(cp), determines the depth 
and rate of penetration of atmospheric temperature sig-
nals into snow and ice. Typical values are given in table 
2.1. Daily temperature signals (diurnal warming and 
cooling) penetrate to tens of centimeters in seasonal 
snowpacks. Diffusion of the annual temperature cycle 
in glaciers, ice sheets, and permafrost reaches a depth of 
approximately 10 m. 
	 Heat transfer into snow and ice is not a purely diffu-
sive phenomenon. There can also be heat advection from 
wind-pumping (ventilation), from rainfall and meltwa-
ter that percolate into the snowpack, and from vapor dif-
fusion in the snowpack, driven by vertical gradients in 
vapor pressure. In floating ice and soils, capillary pres-
sures can also cause water to be wicked upward. Liquid 
water that percolates into a cold snowpack will refreeze, 
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and vapor moving through the snowpack can be depos-
ited. Both of these mass-transfer processes release latent 
heat, warming the snowpack. This is an important part 
of the ripening process in glacial environments: It can 
give mean annual surface temperatures several degrees 
Celsius warmer than the mean annual air temperature.

Snow Albedo

The influence of snow and ice in the climate system 
stems largely from their high albedo. Shortwave radia-
tion is backscattered from snow and ice, with the reflec-
tivity strongly dependent on wavelength. Neglecting this 
complexity for now, the broadband surface albedo can 
be defined from the ratio of reflected to incoming short-
wave radiation, a = QS/QS.
	 A range of albedo values for snow and ice is given in 
table 2.1. Albedo is highly variable, spatially and tempo-
rally, so it is not recommended to adopt a single, constant 
value for modeling of snow and ice in the climate sys-
tem. As an illustration, figure 2.4 plots the evolution of 
surface albedo through the melt season as measured on 
Haig Glacier. Fresh snow has an albedo of 0.8–0.9. This is 
typical of seasonal snowpacks during winter months and 
year-round values in the accumulation area of the polar 
ice sheets. Snow albedo typically decreases in old snow-
packs, particularly when temperatures are above 0°C and 
meltwater is introduced into the snow. Albedo values of 
a mature, wet snowpack are closer to 0.6 and can fall well 
below this (figure 2.4).
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	 Several processes are responsible. Snow-grain meta-
morphism generally causes an increase in crystal size in 
the days and weeks after a fresh snowfall. The effective 
optical radius of spherical snow particles is ca. 50 mm for 
fresh snow, increasing to 100 mm within days and 1 mm or 
more in mature, melting snowpacks. This increase in grain 
size increases the path length for solar radiation transmit-
tance in the near-surface snow layer, effectively reduc-
ing the incidence of scattering reactions at intergranular 
snow–air interfaces and reducing the snow albedo.
	 There are compounding effects beyond just grain meta-
morphism in melting snowpacks. Chemical impurities 
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Figure 2.4. Measured surface albedo evolution through the 
melt season at Haig Glacier in the Canadian Rockies. The 
transition from seasonal snow cover to bare glacial ice is 
evident from the albedo drop in early August. High-albedo 
spikes in the record are associated with snowfall events.
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and meltwater content also reduce snow albedo. It re-
quires only a few parts per million of impurities to cause 
an albedo reduction of several percent. The effect depends 
on the type of impurity, with black carbon (soot) inducing 
a discernible impact for concentrations of order 0.1 ppm, 
comparable with mineral dust levels of 10 ppm. Natural 
snowpacks in tropical and midlatitude areas have impu-
rity concentrations of this order of magnitude or greater, 
but dust concentrations in polar snowpacks are com-
monly less than 0.1 ppm. 
	 The effects of grain-scale recrystallization may satu-
rate after several days or weeks, but meltwater effects 
and impurity concentration increase throughout the 
melt season. The result is a reduction in albedo to late-
summer values as low as 0.3 in midlatitude snowpacks. 
Values vary between sites and from place to place in a 
given snowpack, as a function of the concentration and 
type of impurity. The role of liquid water is unclear in 
scattering reactions; because the refractive index of snow 
crystals and liquid water is similar, there should be little 
effect. However, water content may increase the effective 
radius of grains. On a macroscale, ponded surface water 
causes significant albedo reductions on snow and ice 
surfaces, accelerating spring and summer melt on lake 
ice, sea ice, and glaciers. 
	I ce typically has a lower albedo than snow, but esti-
mates in the literature again vary substantially, from 0.1 
to 0.6. A value ai = 0.2 is typical of midlatitude glaciers, 
whereas ai = 0.5 is more representative of sea ice and the 
ablation zones of polar glaciers and ice sheets. Crystal 
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size, impurity concentration on the glacier or sea-ice sur-
face, liquid water, and superimposed ice content again 
play large roles, which gives rise to a large amount of spa-
tial variability; micro-topography causes some areas to 
pond water and debris, whereas other areas are flushed. 
On glacier surfaces, albedo generally decreases at lower 
elevations in the ablation zone due to higher melt rates 
and longer exposure times for the surface. These influ-
ences contribute to higher debris concentrations within 
a given melt season and cumulatively, over many years. 
The albedo of debris-rich ice is 0.1–0.2. Clean ice has 
values closer to 0.4. Superimposed (refrozen) ice and 
blue ice are much brighter, with values closer to 0.6. Blue 
ice is found in the ablation area of polar ice caps, where 
wind scour can create bare-ice zones. 
	 Albedo values for lake and sea ice depend on the age, 
type, and thickness of the ice. Young ice that is only a few 
centimeters thick is highly transparent to solar radiation, 
so absorption in the underlying water reduces the effec-
tive spectral albedo to values of 0.1–0.2. Young “gray ice” 
that is up to 30 cm thick is still relatively dark, with re-
ported albedo values of 0.3–0.4. Ice becomes opaque as it 
thickens beyond this, and there is also more complete ice 
cover in an area (versus a large fraction of open water for 
young, growing ice), so albedo values of developed first-
year or multiyear ice are in the range 0.6–0.7, dropping 
during the melt season in the presence of melt ponds. 
When sea ice has a snow cover exceeding a few centi-
meters, snow spectral properties dominate the albedo, so 
values of 0.8–0.9 are typical. 
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	I n addition to these spatial and temporal variations, 
there are several other optical considerations with re-
spect to snow and ice albedo. Snow albedo depends 
on the angle of incidence of the incoming shortwave 
radiation. This is a “volume” effect; reflectivity is the 
net backscatter of radiation, and snow is not a simple 
surface reflector like a mirror. Rather, it is a granular 
medium that is partially transparent to shortwave ra-
diation, with complex scattering reactions at granular 
interstices. The net effect is increased albedo for high 
zenith angles (low angles of incidence), which occur in 
early morning and evening. This effect also gives rise to 
small but measurable differences in the effective surface 
albedo for cloudy versus clear-sky conditions, as diffuse 
radiation originates from the full hemisphere whereas 
the reflection of direct solar radiation is sensitive to ze-
nith angle. 
	 As we saw for thin sea ice, an additional volume ef-
fect arises due to the translucency of shallow snowpacks 
(from millimeters to a few centimeters), as net backscat-
ter is influenced by the albedo of underlying layers. The 
depth of snow as well as contrasts in grain size or crystal 
geometry in near-surface layers influence the effective 
albedo of a snowpack.
	 Sensitivity to the wavelength of the incident radiation 
adds another important complexity. The broadband al-
bedo is a bulk value for the range of wavelengths cor-
responding with the solar spectrum. In reality, snow and 
ice reflectivity vary strongly with wavelength (figure 2.5). 
Snow and ice are more reflective at visible wavelengths, 



Material Properties of Snow and Ice 

33

with peak reflectivity at 0.46 mm. Snow and ice absorb a 
higher proportion of radiation in the near-infrared. The 
effects of grain size, zenith angle, snow depth, and im-
purities, as described earlier, also vary with wavelength. 
The effects of impurities and snow depth are strongest at 
visible wavelengths, whereas grain size exacts its greatest 
influence at near-infrared wavelengths.

Summary

This chapter gives an overview of some of the main at-
tributes of snow and ice of relevance to the cryosphere’s 
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sity, based on a radiative transfer model.)
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role in the climate system. Many of the unique proper-
ties of water extend into the solid phase, making ice a 
quirky and intriguing material. Its low density allows ice 
to float, and the high values of specific heat capacity, en-
thalpy of fusion, and enthalpy of sublimation make snow 
and ice a substantial “energy sink” with respect to ex-
changes of energy between the atmosphere, ocean, and 
Earth surface (see chapter 8). The low thermal conduc-
tivity of snow also makes it one of the best natural insu-
lators known. Finally, the high reflectivity of snow and 
ice, combined with the large seasonal variability in snow 
and ice cover, make this the most variable and influential 
component of Earth’s surface albedo. Changes in snow 
and ice area have an impact on the global energy bud-
get. The next chapter provides more detail on the surface 
energy balance. Implications for global climate are dis-
cussed in chapter 8. 
	I  have restricted the focus of this chapter to climate-
related attributes of snow and ice. Many other physical 
properties of snow and ice are of interest, including their 
mechanical, electrical, hydrological, and microstructural 
characteristics. Important examples include bonding 
and shear-failure modes within mountain snowpacks, 
which need to be understood for avalanche mechanics, 
and the engineering properties of permafrost and sea 
ice. The mechanical strength of sea ice under compres-
sion and flexure are important design criteria for con-
struction of marine structures (e.g., bridges, oil rigs) at 
high latitudes, for instance. A tremendous collection of 
technical reports from the U.S. Cold Regions Research 
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and Engineering Laboratory (CCREL) in Hanover, New 
Hampshire, documents the physical and engineering 
properties of snow and sea ice. Readers are referred to 
the classical text of Hobbs (1974) for a comprehensive 
treatment of ice physics.



 

3  S now and Ice 
Thermodynamics

The world has signed a pact . . . 
It is a covenant to which every thing,  
even every hydrogen atom, is bound. 

The terms are clear: if you want  
to live, you have to die . . . 

The world came into being  
with the signing of a contract. 

A scientist calls it the Second Law  
of Thermodynamics. 

—Annie Dillard, Pilgrim at Tinker Creek

The material properties of ice discussed in chap-
ter 2 govern its macroscale behavior in the global cryo-
sphere. Much of the cryosphere’s influence in the climate 
system stems from its role in local, regional, and global 
energy balance. Snow and ice reflect solar radiation back 
to the atmosphere, reducing heat absorbed at Earth’s 
surface. The latent heat associated with phase changes 
provides a thermal inertia that is similar to the modera-
tion of maritime climates from the heat capacity of the 
ocean. In the autumn and winter, freezing of water in 
rivers, lakes, and the oceans releases energy and provides 
a source of sensible heat. Melting of snow and ice in the 
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spring and summer has the opposite influence, providing 
an effective “heat sink” for the radiative and sensible heat 
that would otherwise warm a region. These processes all 
involve exchanges of energy between the atmosphere and 
the snow or ice at Earth’s surface, as well as the internal 
thermal evolution of a snow or ice mass. The underlying 
physics are relevant to all of the elements of the cryo-
sphere, so we consider the main aspects of snow and ice 
thermodynamics in this chapter. Features of snow and ice 
thermodynamics that are specific to a particular element 
of the cryosphere are deferred to subsequent chapters.

Energy Balance at the  
Snow/Ice Surface

The surface energy balance of melting snow and ice 
has been studied extensively, although there are still 
some unresolved questions. The first challenge is to 
decide whether a snow or ice surface is two- or three-
dimensional; that is, is it a surface or a volume? It is both 
in some ways. There is a two-way exchange of energy be-
tween the atmosphere and surface, through several dif-
ferent processes of energy transfer, and this determines 
the net energy that is supplied to or lost from snow or 
ice during a given time interval. At the same time, some 
of the energy fluxes at the surface, such as transmission 
and reflection of shortwave (solar) radiation, involve the 
upper several centimeters or decimeters of the snow-
pack or the ice. Turbulent eddies that are responsible for 
sensible heat flux (defined later) also transport energy 
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and moisture to the subsurface. Additional energy fluxes 
within snow and ice are associated with heat conduction, 
percolation of melt or rainwater, and latent heat release 
from refreezing of meltwater. 
	I t is useful to discuss snow and ice thermodynamics 
separately with regard to (i) the surface energy balance, 
describing exchanges with the atmosphere, and (ii) the 
internal energy balance (i.e., conservation of energy 
within a snowpack or a finite thickness of ice). I return 
to this internal energy balance in the next section.
	 The energy budget at the snow/ice surface is defined 
by the fluxes of energy between the atmosphere and the 
surface. Energy fluxes are expressed as energy per unit 
time per unit area, reckoned in watts per square meter. 
We define fluxes to be positive when they represent a 
flow of energy to the surface. Net energy flux to the snow 
or ice, QN, is determined by the energy balance

QN = QS
. - QS

- + QL
. - QL

- + QG + QH + QE + QP - QR,	 (3.1)

where QS
. is the incoming shortwave radiation at the sur-

face and QS
- = asQS

. is the reflected shortwave radiation, 
for albedo as. QL

. and QL
- are the incoming and outgo-

ing longwave (infrared) radiation, QG is the subsurface 
energy flux associated with radiative transfer and heat 
conduction in the snow/ice, QH and QE are sensible and 
latent heat fluxes, and QP and QR represent sensible heat 
advected by precipitation and runoff. These energy bal-
ance terms are pictured schematically in figure 3.1.
	 By convention in snow hydrology and glaciology, the 
latent heat flux in (3.1), QE, is reserved for the processes 
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of sublimation and deposition; melt energy is budgeted 
separately in QN, even though this is also a process in-
volving latent energy. 
	 The fluxes on the right-hand side of (3.1) are measured 
or modeled, and QN represents either a surplus or deficit 
of energy at the surface. For a melting (0°C) snow or ice 
surface with QN > 0, this energy is dedicated to gener-
ating surface melt, with melt rate mo  (with units m s–1). 
When QN < 0, this usually results in cooling of the snow 
or ice, but this is not always the case: If there is free water 
at the surface or in the pore space of snow, QN < 0 can 
drive refreezing, while temperatures remain at 0°C. If the 
surface temperature is below the melting point, net en-
ergy drives heating or cooling. These cases can be sum-
marized as follows:
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Figure 3.1. Schematic for surface energy balance processes for snow 
and ice.
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Here, rs is the snow or ice density, rw and Lf are the den-
sity and latent heat of fusion for water, d is the thickness 
of the snowpack or the layer of ice of interest, and c is 
the specific heat capacity. Equation (3.2a) gives the melt 
rate in terms of the rate of change in snow or ice thick-
ness (rather than water equivalent). When there is an en-
ergy deficit in case (3.2b), mo  is negative, corresponding 
with refreezing. In this situation, surface water refreezes 
before the underlying snow or ice will cool, following 
(3.2c). The third equation represents the change in inter-
nal energy of the snowpack or the ice layer, assuming a 
bulk volumetric heat capacity (rsc). In reality, both den-
sity and heat capacity vary with depth, and solution of 
(3.2c) requires consideration of the energy balance over 
the full thickness of the snow or ice, resolved at different 
depths.

Internal Energy Balance  
in Snow and Ice

The internal temperature evolution in a snowpack or 
a thickness of ice (e.g., a slab of sea ice or the interior 
section of permafrost or a glacier) is governed by con-
servation of energy. This is described by the first law of 
thermodynamics, balancing the rate of change of inter-
nal energy with the fluxes and sources of energy in the 
snowpack. Conductive heat transfer is the main process 
that governs the rate of change of internal energy in 
the near-surface layer. In addition, shortwave radiation 
can penetrate to the subsurface, and there are internal 
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sources/sinks of energy associated with latent heat ex-
change (internal melting and refreezing). There can also 
be heat advection from percolation of melt or rainwater 
in the snow and ice.
	C onsider a unit area within the snow or ice layer, with 
thickness d and with density and temperature varying 
with depth. Vertical heat conduction is described through

,q k z
T

c 2
2 	 (3.3)

where k is the thermal conductivity of the snow or ice. 
Horizontal temperature gradients are small compared 
with vertical gradients so are usually neglected. Thermal 
diffusion is the divergence of this conductive flux, d  qc,

.q z
q

z k z
T

c
c$d

2

2

2
2

2
2

. d n 	 (3.4)

	N ow consider an infinitesimal layer of snow or ice 
with thickness dz, density r, and specific heat capacity 
c. Define the internal energy per unit volume, E (J m–3), 
and a local energy source associated with solar heating 
and latent energy exchange in the layer, J (W m–3). The 
rate of change of internal energy in the layer is deter-
mined by the energy balance 

.dt
dE c t

T
z k z

T
2
2

2
2

2
2

ρ ϑ+d n 	 (3.5)

	 This formulation neglects advection of energy and 
mechanical dissipation (strain heating), two terms in the 
energy balance that are important for sea ice, glaciers, 
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and ice sheets. These are discussed in chapters 5 and 6. 
The internal energy source in (3.5) can be broken into 
two terms. Solar radiation may penetrate to depth z and 
be absorbed in the layer dz, giving a heat source QGS(z) 
that is distributed over the snow or ice layer. For internal 
melting or refreezing at rate mio , (m w.e. s–1), latent energy 
exchange follows the form of (3.2b), but energy can be 
considered to be distributed over the layer dz. Hence

[ ( ) ] .z Q z L m1
GS w f iϑ

δ
ρ+ o 	 (3.6)

	 Shortwave radiation flux that penetrates the surface 
is transmitted to the near-surface layers following the 
Beer–Lambert law,

( ) (1 ) ( ),expQ QGS S s s, ,α χ. 	 (3.7)

where cs is the extinction coefficient for radiative trans-
fer in the snow or ice, and , is the path length. Extinc-
tion of radiative energy occurs through both absorption 
and scattering, so the coefficient cs varies as a function 
of wavelength and the parameters that affect spectral re-
flectivity (grain size, impurities, angle of the solar beam). 
The path length ,, known as the optical mass in atmo-
spheric science, includes the effects of snow density and 
angle of incidence; it is a measure of the amount of ma-
terial that the radiation travels through. Typical trans-
mission distances reported in glaciological studies are a 
few millimeters in snow, a few centimeters in ice, and as 
much as 20 cm in blue ice. Equation (3.7) can be used 
to calculate the shortwave energy absorbed across the 
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layer dz. For radiation with angle of incidence b mea-
sured from the vertical, the path length across this layer 
is , = dz/cos(b). 
	T emperature evolution within the snow or ice can be 
numerically modeled from (3.5) by dividing the volume 
into several layers and solving the energy balance in each 
layer, subject to boundary conditions determined by the 
surface energy balance, Eq. (3.1), and heat flux into the 
base of the snow or ice volume from the ground, lake, 
river, or ocean. Such a model can be used to simulate the 
daily or seasonal temperature wave in snow and ice and 
to predict the internal temperature evolution. 
	 Figure 3.2 illustrates the application of these equations 
to thermal diffusion in snow and ice. Two simple but im-
portant examples are presented: (i) diurnal temperature 
cycles in a seasonal snowpack (figure 3.2a) and (ii) an-
nual temperature cycles in permafrost (figure 3.2b). The 
latter example also illustrates the timescale for propaga-
tion of century-scale changes in surface temperature into 
the ground. 
	 The diurnal temperature evolution in snow in figure 
3.2a is based on an idealized sine wave for the diurnal 
atmospheric temperature, with a minimum at midnight 
and maximum at noon. In this example, the mean daily 
temperature is –8°C, and the daily temperature cycle has 
an amplitude of 16°C. This atmospheric signal penetrates 
to a depth of a few decimeters, but it is strongly damped, 
with a time lag of a few hours. The depth of penetration is 
sensitive to the thermal conductivity of the snow, which 
is primarily a function of snow density (chapter 2). 
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Figure 3.2. (a) Modeled penetration of an idealized diurnal tem-
perature cycle in a seasonal snowpack. Temperature is shown for 
the upper 45 cm of a 1-m snowpack, plotted at 2-hour intervals for a 
24-hour period. Black lines indicate a warming from 0200 until 1200 
(left to right), and gray lines correspond with a cooling phase from 
1400 until 0000 (right to left). (b) Temperature response to a surface 
warming in the upper 35 m of a 100-m-deep section of permafrost. 
This shows the diffusion of a surface temperature warming to depth 
for a 2°C temperature increase across 50 years. The temperature 
profile is plotted every 10 years (50, 60 . . . 100 years, from left to 
right) for the numerical experiment described in the text. The inset 
provides a closer view of the upper 5 m.



Snow and Ice Thermodynamics

45

	 The same physics applies to the permafrost in figure 
3.2b, but the temporal and spatial scales of this exam-
ple are much greater. Figure 3.2b plots the solution of 
Eq. (3.5) in the upper part of a 100-m-deep section of 
permafrost. This example includes both “equilibrium” 
and transient surface temperature boundary conditions 
to illustrate the diffusion of a surface warming trend 
in permafrost. The simulation is based on an idealized 
sinusoidal annual temperature cycle that repeats itself 
across 1000 years. The deep permafrost equilibrates 
by the end of the 1000-year “spin-up” simulation. The 
mean annual surface temperature for this initialization 
is –11°C, with a geothermal heat flux of 0.05 W m–2 pre-
scribed at the base. At depth, permafrost temperatures 
reach a steady state after several centuries. The upper 
10–15 m of the ground feels the annual temperature 
cycle, as seen in the initial temperature profile (heavy 
line labeled t = 50a in figure 3.2b). 
	 After this spin-up, the reference annual temperature 
cycle is held fixed for the first 50 years of a model ex-
periment, followed by the imposition of a linear warm-
ing trend of 2°C during the next 50 years. Temperature 
profiles in figure 3.2b are plotted every 10 years for this 
100-year simulation. These profiles are snapshots from 
October 1 of each new decade. The cold wave from the 
prior winter is seen at about 8 m depth, and the warm 
wave from the recent summer is visible at 1 m depth. 
Temperatures throughout the upper 40 m of the ground 
increase as surface temperatures rise in the second half 
of the simulation, with attenuation of the warming signal 
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with depth. Below 35- to 40-m depth, the surface tem-
perature change is not yet detectable.
	 This indicates the timescale of temperature response 
to climate change in frozen ground, although the de-
tailed response depends on the thermal conductivity, 
heat capacity, density, and porosity of the soil or rock 
matrix. Temperature diffusion in pure ice has a similar 
timescale to that of frozen ground.
	R adiative fluxes at the atmospheric interface are of 
order hundreds of watts per square meter. The geother-
mal heat flux from the ground into the base of a snow-
pack or a terrestrial ice body (glaciers, ice sheets, and 
permafrost) is negligible compared with this, with typi-
cal values of 0.04–0.06 W m–2. Although this is a minor 
component of the overall energy budget, ground heat 
flux still helps to warm the base of a seasonal snowpack 
over the course of the winter, particularly in deep snow-
packs where basal snow is well insulated from the atmo-
sphere. Similarly, geothermal heat flux provides a steady 
trickle of heat to the base of terrestrial ice masses that are 
tens to thousands of meters thick. This ultimately lim-
its the depth of permafrost, and for many of the world’s 
glaciers and ice sheets, this supply of heat drives basal 
melting at rates of several millimeters per year.
	 The basal boundary is more complex and impor-
tant for sea ice and where glaciers and ice sheets are in 
contact with the ocean, as oceanic heat fluxes are com-
monly several watts per square meter, greatly exceeding 
geothermal heat. Even in sea ice, however, the primary 
concern in modeling snow/ice thermal evolution and 
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melt is quantification of energy fluxes at the surface–
atmosphere interface. The next section describes these 
fluxes in greater detail.

Surface Energy Balance Processes

Here we take a brief look at the different terms in the 
surface energy budget. These processes are the subject 
of many excellent textbooks and research papers; this 
section is limited to a brief overview of some important 
considerations for the cryosphere.

Shortwave Radiation

Shortwave radiation is the main driver of snow and ice 
melt in most environments. Incoming solar radiation is 
absorbed and scattered as it traverses the gauntlet of at-
mospheric gases and aerosols (suspended particles such 
as water droplets, ice crystals, and dust). The processes of 
absorption and scattering depend on the wavelength of 
the electromagnetic radiation and the size of the obstacle 
(gas or aerosol). Similarly, backscatter (reflection) from 
ice crystals is also wavelength dependent, as discussed 
in chapter 2. This complexity is commonly neglected 
in cryosphere studies, however, and the shortwave ra-
diation and albedo in (3.1) are defined based on an inte-
grated broadband spectrum, from about 0.2 to 2.5 mm. 
Alternatively, shortwave radiation can be modeled in 
two or three wavelength bands, for instance ultraviolet, 
visible, and near-infrared frequencies. This is becoming 
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more common in energy balance studies as it permits a 
separate treatment of visible and near-infrared albedos, 
which differ markedly for snow (figure 2.5). 
	 The average top-of-atmosphere solar irradiance is 
the solar constant, I0, which is approximately equal to 
1366 W m–2. The solar constant is not really constant; daily 
and decadal variations of up to a few watts per square 
meter are common, as a result of variable solar convec-
tive activity. The instantaneous top-of-atmosphere solar 
irradiance also differs from the solar constant as a func-
tion of the Earth–Sun distance. This instantaneous dis-
tance is denoted R. Top-of-atmosphere irradiance, QS0, is 
calculated from

,Q I R
R

0
0

2

S0 = d n 	 (3.8)

where R0 = 1.5  108 km is the mean Earth–Sun distance. 
Peak top-of-atmosphere solar irradiance occurs when 
the Earth is at its closest approach to the Sun, a time 
known as the perihelion. Perihelion currently occurs on 
January 3, although its timing varies on timescales of 104 
years as part of the Milankovitch cycles (see chapter 9).
	I ncoming shortwave radiation at the surface, also 
known as insolation, is made up of two main compo-
nents: direct and diffuse solar radiation. A third contri-
bution, direct light that is reflected from the surrounding 
terrain, can also add to the surface insolation. Direct solar 
radiation is the radiative flux from the solar beam, which 
comes in at a zenith angle Z, measured from the nor-
mal to the geoid surface. The zenith angle is a function 



Snow and Ice Thermodynamics

49

of latitude, time of year, and time of day. Potential direct 
(clear-sky) solar radiation on a horizontal surface can be 
estimated from

( ) ,cosQ Q Z /[ ( )]cosP P Z
S S0

0ψφ 	 (3.9)

where y is the atmospheric transmissivity at sea level, 
P is the air pressure at the site, and P0 = 101.325 kPa is 
the mean air pressure at sea level. P/P0cos(Z) in (3.9) 
account for the effects of atmospheric attenuation due 
to the amount of atmosphere that the direct beam must 
traverse, a function of both elevation (atmospheric pres-
sure) and slant path. 
	I t is common to use the clear-sky atmospheric trans-
missivity in (3.9), y0 . 0.84. The effects of cloud cover or 
varying atmospheric absorption (e.g., associated with dust 
or aerosols) can also be incorporated in y. In thick haze or 
smog, y . 0.6, and under heavy cloud cover, y " 0. The 
actual direct solar radiation at a site only equals the poten-
tial direct solar radiation under clear-sky conditions.
	I n mountain topography, the effects of surface slope, 
aspect, and shading also need to be incorporated in esti-
mates of potential direct solar radiation. This can be ap-
proximated from digital elevation models, and the solar 
geometry can be modeled for a particular location, time 
of year, and time of day, allowing detailed calculations of 
potential direct solar radiation at any point in space.
	I n addition to the direct solar beam, diffuse radiation 
reaches a site from all directions in the sky hemisphere. 
Diffuse atmospheric radiation arises due to Rayleigh 
scattering off of atmospheric gases and Mie scattering 
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off of aerosols, water droplets, and ice crystals. Illumi-
nation from diffuse light is the reason that there is not 
complete darkness when the Sun is obscured. Diffuse at-
mospheric radiation is close to isotropic (derived equally 
from all points in the sky vault) when it is overcast, but it 
is generally anisotropic, with more radiation in proxim-
ity to the direct beam. Total incoming solar radiation at 
the surface, QS

., is equal to the sum of the direct, diffuse, 
and terrain contributions. This is often called the global 
radiation, although this is unfortunate terminology as it 
is not global in the true sense of the word. 

Longwave Radiation

Longwave radiation is also known as infrared, thermal, 
or terrestrial radiation. It is electromagnetic energy in 
the spectral band from roughly 3 to 100 mm. Earth sur-
face temperatures produce emissions in this range, with 
peak terrestrial radiation occurring at a wavelength of 
about 10 mm. Spectrally integrated longwave radiation 
can be estimated from the Stefan–Boltzmann equation, 
QL = esT 4, where e is the thermal emissivity, s is the 
Stefan–Boltzmann constant, 5.67  10–8 W m–2 K–4, and 
T is the absolute temperature of the emitting surface. By 
definition, e is the ratio of emitted longwave radiation to 
that which would be emitted by a perfect blackbody (a 
perfect emitter or absorber); e = 1 for a perfect blackbody. 
	 Snow emits as a near-perfect blackbody at infrared 
wavelengths, with an emissivity es of 0.98–0.99. To good 
approximation, then,
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QL
- = T 4

s sε σ ,	 (3.10)

for surface temperature Ts. This is a loss of energy from 
the snow or ice surface. For saturated snow and ice, es " 1 
(a perfect blackbody), so for a melting snow or ice sur-
face, Ts = 273.15 K and QL

- . 315 W m–2. 
	I ncoming longwave radiation is more variable and 
is difficult to predict without knowledge of lower-
troposphere water vapor, cloud, and temperature pro-
files. We are all empirically familiar with the experience 
of warm, cloudy nights versus cold, clear nights; we 
are feeling the impact of variations in QL

.. The Stefan–
Boltzmann equation still holds in the atmosphere, but 
the longwave flux to the surface comes from different 
heights (temperatures) in the atmosphere, and the air is 
made up of an ensemble of gases with different infrared 
emissivities. Water vapor and CO2 are strong absorbers/
emitters and are the dominant gases that influence QL

., al-
though other greenhouse gases and aerosols contribute. 
A spectrally and vertically integrated radiative transfer 
calculation is needed to rigorously predict the longwave 
radiation incident on the surface. In snow studies, QL

. is 
usually parameterized at a site, assuming that the atmo-
sphere emits longwave radiation with an effective emis-
sivity, ea, such that

QL
. = T 4

a aε σ ,	 (3.11)

where Ta is the near-surface air temperature. Various pa-
rameterizations of ea have been proposed, typically as a 
function of atmospheric humidity and cloud cover.
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	I n many terrestrial environments, vegetation creates 
another potential longwave heat source. Trees in par-
ticular can provide local sources of both thermal radia-
tion and sensible heat; the tree wells that surround tree 
trunks attest to this. In coastal mountain settings such as 
western North America and Norway, such tree wells can 
be several meters deep. For valley glaciers, side walls that 
heat up in the summer sun can also provide a significant 
source of longwave radiation. 

Subsurface Energy Fluxes

Subsurface energy fluxes, denoted QG, are flows of en-
ergy between the surface and the underlying snow or 
ice. These arise due to thermal diffusion and penetration 
of shortwave radiation. These processes are discussed 
above with respect to the internal temperature distribu-
tion in the snowpack. For the surface energy balance of 
concern here, these exchanges represent a flow of energy 
either toward or away from the snow/ice surface.
	 Diffusive energy exchange between the surface and 
subsurface occurs in the presence of a temperature 
gradient as per (3.3). Conductive heat flux to the sur-
face, QGc, is positive when 2T/2z < 0. The sign of QGc 
is variable and the magnitude is usually small: KQGcO < 
10 W m–2. There is commonly a radiatively driven diur-
nal cycle in QGc associated with diffusion of atmospheric 
temperature variations to depths of a few decimeters. In 
isothermal snow or ice, 2T/2z = 0, giving QGc = 0. How-
ever, there can still be diurnal cycles in the near-surface, 



Snow and Ice Thermodynamics

53

driven by overnight longwave cooling. This does not 
occur if free water is present at the surface, as energy 
losses drive refreezing. The associated latent heat release 
provides a thermal buffer that helps to maintains surface 
temperatures near 0°C.
	T ransmitted shortwave radiation, QGS, warms or melts 
the underlying snow or ice. Because longwave radiation 
losses induce surface cooling, it is not unusual to find 
a frozen surface layer overlying subsurface meltwater 
pockets in ice. QGS represents a reduction in the absorbed 
shortwave radiation that is available for surface melt, QS

. 

(1 - as ), but it is often convenient to count this within 
QG:  QG = QGc - QGS. There can also be sensible heat 
transport by meltwater percolation into a snowpack, but 
this is rarely measured or modeled.

Turbulent Heat Fluxes

Turbulent heat fluxes describe the exchange of en-
ergy between the snow surface and the near-surface 
atmospheric boundary layer. Friction at the surface–
atmosphere interface creates dissipation of momentum 
through both direct (molecular) viscous drag and tur-
bulent eddy motions. Direct viscous effects are confined 
to within a few centimeters of the surface and are gener-
ally minor; the energy fluxes in (3.1) are primarily asso-
ciated with turbulent eddies. If the surface is rough and 
the wind is strong enough to create turbulence, sensible 
and latent energy at the surface, QH and QE, are created 
as a by-product of the dissipation of momentum and 
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kinetic energy in the atmospheric flow over the snow 
or ice. 
	 The equations used to estimate turbulent energy 
fluxes are a complex mixture of theory and empiricism. 
The simplest approach is to assume a well-mixed atmo-
spheric boundary layer, with vertical fluxes of sensible 
and latent energy proportional to the wind speed. This 
can be parameterized through 

( ),
( ),

Q c C u
Q C uL

H a pa H a a s

a a sE s/v E vq q
ρ θ θ

ρ
	 (3.12)

where ra and cpa are the density and specific heat capac-
ity of the air, Ls/v is the latent energy of sublimation or 
vaporization, ua is the wind speed, and CH and CE are 
dimensionless bulk exchange parameters for heat and 
moisture. The atmospheric variables q and q refer to the 
potential temperature and specific humidity of the air. 
Surface values of potential temperature and humidity in 
(3.12), sometimes referred to as “skin” values, are those 
within ca. 1 mm of the surface. These are taken to be the 
surface temperature of the snow or ice and the saturation 
specific humidity at this temperature.
	 Snow and ice surfaces are characterized by a sta-
ble boundary layer, with cold air near the surface and 
strong vertical gradients in temperature, humidity, and 
wind speed. Stability adjustments can be built into the 
aerodynamic coefficients of (3.12) or the bulk aerody-
namic formulas can be modified to include more real-
istic assumptions about boundary-layer profiles. The 
latter approach introduces a different model for closure, 
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variously known as Prandtl theory, flux-gradient theory, 
the profile method, scalar transfer theory, or the eddy-
diffusivity model of turbulent fluxes. This treatment is 
conceptually different from the bulk aerodynamic ap-
proach of the slab mixed layer, although the two meth-
ods converge mathematically in some applications. 
	 Based on assumptions about the vertical gradients of the 
thermodynamic variables in the near-surface boundary 
layer, Prandtl theory essentially parameterizes turbulent 
fluxes as a form of bulk diffusion, with eddy diffusivities 
KH and KE. There are direct parallels between these param-
eters and the idea of eddy viscosity that is used in oceano-
graphic modeling. Eddy viscosity is a construct, unrelated 
to molecular viscosity. Similarly, the eddy diffusivities for 
heat and moisture resemble thermal and hydraulic dif-
fusivities, but they are not material properties. To some 
degree it is reasonable to think of turbulent transfers as 
a form of diffusion: momentum, heat, and moisture are 
transferred from high to low concentrations, creating a 
more homogeneous lower boundary layer. The analogy 
with true diffusion has limitations. Turbulent exchange is 
not always effective at mixing the lower boundary layer, 
and the efficacy of mixing depends on surface roughness 
properties, wind strength, wind shear, and lower bound-
ary layer stability. In principle, these influences can be in-
corporated in the eddy diffusivities, KH and KE.
	 According to classical Prandtl theory, wind speed in-
creases with height above the surface following 

.z
u

kz
ua

2

2
= ) 	 (3.13)
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Parameter k is von Kármán’s constant, which has an em-
pirically determined value of 0.4, and u) is a characteris-
tic velocity. This can be integrated to give the well-known 
log relationship for boundary layer winds,

( ) ,lnu z k
u

z
z

0
a = ) d n 	 (3.14)

where z0 is an integration constant and is known as the 
surface roughness. Mathematically, surface roughness 
length is defined as the height at which the wind speed 
goes to zero. Physically, the roughness length relates to the 
degree of mechanical coupling of the snow surface and 
the boundary-layer airflow. Rougher surfaces impose a 
greater viscous perturbation and are more likely to lead 
to turbulent eddies, given sufficient airflow. Aerodynamic 
roughness values are less than the geometric roughness el-
ements, but z0 is generally proportional to geometrical as-
perities and undulations in the surface. Published values of 
z0 range from 0.1 mm to a few centimeters over snow and 
ice, based on wind profile measurements in neutral sta-
bility conditions. Sub-millimeter measurements refer pri-
marily to grain-scale roughness elements. Values of 1–10 
mm are typical of melting surfaces, which can develop sun 
cups and relatively large-scale surface undulations. 
	 Working from the velocity profile in (3.14) and with 
similar assumptions for the profiles of potential temper-
ature and specific humidity,
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Here, z0H and z0E are the roughness length scales for sen-
sible and latent heat fluxes. These are distinct from the 
roughness length in turbulent momentum exchange. 
By analogy, however, they can be taken as the heights 
at which qa and qv are equal to the surface (skin) values. 
Implicit in (3.15) is the assumption that the eddy dif-
fusivities for momentum, sensible heat, and latent heat 
transport are equal. This expression also assumes neutral 
stability in the lower boundary layer. Equation (3.15) can 
be adjusted to parameterize the effects of atmospheric 
stability, which will amplify or limit the extent of turbu-
lent energy exchange. 

Field Example of Surface  
Energy Balance

As an illustration of the different energy balance fluxes 
over snow and ice surface, figure 3.3 plots time series of 
temperature, humidity, radiation fluxes, and turbulent 
energy fluxes for the period July 15 to August 15, 2008, 
on Kwadacha Glacier in the northern Rocky Mountains 
(57°50¢ N, 124°57¢ W). Meteorological conditions and 
the four components of radiation are measured from an 
automatic weather station (AWS) at 2000 m altitude on 
the glacier. Turbulent fluxes are calculated from (3.15), 
with a surface roughness value of z0 = 1 mm and z0H = 
z0E = z0/100. The AWS was set up on a tripod on the win-
ter snow surface in May, and by August 6 the seasonal 
snowpack had melted to expose bare glacier ice at the 
AWS site. These data therefore capture the transition 
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Figure 3.3. Two-meter meteorological fields and surface energy 
balance fluxes on Kwadacha Glacier, July 15 to August 15, 2008. 
All fields are based on 30-minute automatic weather station data. 
(a) Air temperature. (b) Relative humidity. (c, d) Sensible heat 
flux (heavy black lines) and latent heat flux (thin gray lines), with 
(d) giving the mean daily fluxes. (e) Net shortwave radiation. 
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from a melting snow surface to melting glacier ice, as-
sociated with an albedo reduction from 0.63 over the 
late-July snow surface to 0.22 over the ice (table 3.1). The 
observed melt at the site was 924 mm w.e. for the period 
July 15 to August 15, approximately half of the total sum-
mer melt.
	T able 3.1 summarizes the mean energy fluxes during 
this period and for the full summer melt season. Net 
shortwave radiation drives the summer melt, accounting 
for an average daily energy supply of 105.4 W m–2 to the 
snow/ice surface from July 15 to August 15 (figure 3.3e, 
3.3g). This increases dramatically when the ice is exposed 
and surface albedo drops. As a result, ice melt during the 
final 10 days is roughly equal to the snow melt from the 
preceding 21-day period, despite lower levels of incom-
ing solar radiation. Longwave radiation acts as a net heat 
sink of –20 W m–2 during the 1-month period. Outgo-
ing longwave emissions are relatively uniform from the 
melting surface (figure 3.3f, 3.3g), following Eq. (3.10). 
Incoming longwave flux falls to values below 250 W m–2 
on clear nights, when humidity drops (figure 3.3b). The 
net radiation during the 1-month period is 85.3 W m–2, 
72% of the net energy, QN. For the full summer, net ra-
diation makes up 78% of QN. Outside of the tropics, this 
is typical of the surface energy balance over snow and 
ice during the melt season, with 60% to 90% of available 
melt energy derived from shortwave radiation. 
	 The turbulent heat fluxes make up the remaining 
fraction of the energy available for snow and ice melt. 
Sensible and latent fluxes both represent a net supply of 
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Table 3.1
Energy Balance Fluxes for Snow and Ice Surfaces on Kwadacha Glacier in the Canadian Rockies

Period (2008)	 QS
.	 QS

-	 as	 QL
.	 QL

-	 QH	 QE	 QN	 Ta	 qv	 mmod	 mobs 
	 		

	
		

			   (°C)	 (g/kg)	 (mm w.e.)	 (mm w.e.)

July 15–Aug. 15	 214	 108	 0.51	 299	 319	 26	  7	 119	 4.0	 5.24	 982	 924
July 15–Aug. 5	 230	 143	 0.63	 292	 318	 21	  2	 87	 3.1	 4.94	 494	 475
Aug. 6–Aug. 15	 183	  42	 0.22	 312	 321	 39	 20	 190	 5.8	 5.97	 489	 449
May 25–Aug. 20	 245	 154	 0.61	 290	 317	 19	 –1	 82	 2.6	 4.72	 1861	 1820

Note: All fluxes are averages for the period, measured in W m–2, with symbols as defined in text. Modeled melt, mmod, is based on 
QN and Eq. (3.2a), whereas observed melt, mobs, is based on measured snow densities and an ultrasonic depth gauge.
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energy to the glacier in this example, 26 and 7 W m–2. 
These values are sensitive to the assumptions about sur-
face roughness. For z0 = 0.1 mm, the average fluxes de-
crease to 17 and 5 W m–2, and z0 = 10 mm gives 48 and 
13 W m–2. There is a persistently stable stratification in the 
near-surface boundary layer over snow and ice, so sta-
bility corrections typically reduce the magnitude of the 
turbulent fluxes. Such corrections may be warranted in 
this case in order to reduce the modeled melt in table 3.1 
to match the observed melt. As this is just an example 
here, there has been no effort to tune the energy balance 
model.
	 Sensible heat flux is correlated with net radiation at 
Kwadacha Glacier, as air temperatures increase over the 
bare glacier ice in August. Shortwave and sensible heat 
fluxes act in concert to double the available melt energy 
in this period. Across the time period of figure 3.3, sen-
sible heat flux was positive 98% of the time while latent 
heat was positive 76% of the time (figure 3.3e). This was a 
period of warm temperatures and moist air masses, with 
condensation prevailing over sublimation. For the full 
summer, sensible and latent heat fluxes were positive 90% 
and 52% of the time, with periods of sublimation giving a 
slightly negative mean latent heat flux (–1 W m–2). 
	 The energy fluxes in this example are from a specific 
example of a midlatitude mountain glacier, but they 
are representative of the energy fluxes that drive sum-
mer melting of seasonal snow, sea ice, river and lake ice, 
and the permafrost active layer. The terms in the energy 
balance look markedly different in the late autumn and 
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winter, when seasonal snow and ice spread over the 
high-latitude oceans and continents. At this time, in-
coming shortwave radiation is low, with the sun winking 
out at polar latitudes (QS

. = 0). Longwave radiation con-
tinues to provide a net loss of energy, and the net energy, 
QN, is negative. The atmosphere, land, and surface waters 
cool, precipitation falls as snow, and on those parts of 
the planet that dip below 0°C, rivers, lakes, and ocean 
waters begin to freeze up. The next several chapters dis-
cuss the main features of these different elements of the 
cryosphere. 

Summary

This chapter has provided a brief, general overview of the 
essential thermodynamics that drive freezing, melting, 
and the internal temperature evolution of the elements 
of the cryosphere. Fluxes of energy between the atmo-
sphere, cryosphere, and underlying substrate (ground or 
water) shape the extent and thermal character of snow 
and ice and also feed back on regional and global energy 
balances. Radiative, sensible, and latent heat exchanges 
between the atmosphere and cryosphere are all impor-
tant, and chapter 8 describes the ways in which these ex-
changes impact weather and climate.
	 The internal heat transfer and surface energy bal-
ance processes and the examples described here apply 
to all aspects of the cryosphere. Subsequent chapters 
build on this through considerations that are relevant to 
specific aspects of freshwater and sea ice, glaciers, and 
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permafrost. In particular, chapter 4 builds on the physics 
that define the internal temperature evolution, through 
coupling of Eq. (3.5) with the equations that describe lake 
ice growth. The additional physics of phase change and 
freezing front migration are also important for sea ice 
and permafrost growth, as all of these are driven by ther-
mal diffusion of cold atmospheric temperatures to depth 
in water, snow, ice, or the ground. Similarly, changes in 
any aspect of the surface energy balance, through cli-
mate warming or through changes in humidity, winds, 
clouds, and so forth, will alter the energy that is avail-
able for snow and ice melt, via Eq. (3.1). This is central 
to cryosphere–climate interactions, and chapters 8 and 9 
return to several of these processes.



 

4  S easonal Snow and 
Freshwater Ice

Come, see the north wind’s masonry. 
Out of an unseen quarry evermore  

Furnished with tile, the fierce artificer  
Curves his white bastions with projected roof  

Round every windward stake, or tree, or door.  
Speeding, the myriad-handed, his wild work  

So fanciful, so savage, naught cares he  
For number or proportion.  

—Ralph Waldo Emerson, “The Snowstorm”

Snow and ice take on a wondrous array of mani-
festations, each with its own role to play and story to tell 
in terms of the global climate system. The next several 
chapters provide overviews of the geography and physics 
of the main elements of the cryosphere. We begin with 
the seasonal blanket of snow and ice that covers much of 
the land surface each winter. 

Seasonal Snow

Outside of the tropics, almost all regions of the world 
experience seasonal snowfall. The first snow of the year 
is excitedly anticipated by many people each autumn. By 
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midwinter, snow covers about half of the land mass in 
the Northern Hemisphere (see table 1.1), and by the time 
spring arrives, most midlatitude denizens are cursing the 
snow and anxiously awaiting its seasonal exodus from 
the landscape. This cycle is repeated year after year, with 
nostalgia for the beauty that snow imparts on the land-
scape and the recreational opportunities offered by snow 
and ice giving way to practical considerations such as the 
inconvenience that snowfall can bring to transportation, 
mobility, and comfort. 

Snow in the Atmosphere

The physical properties of snow define and shape its in-
fluence on climate and society. Temperatures in the mid-
dle and upper troposphere are below 0°C, so ice crystals 
can be found everywhere in the global atmosphere. As 
discussed in chapter 2, mixed clouds below this tempera-
ture consist of a blend of water vapor, ice crystals, and 
supercooled water droplets.
	O nce nucleated, ice crystals grow through deposition 
of water vapor. Saturation vapor pressure on the surface 
of rounded water droplets is greater than that of ice crys-
tals, due to the effects of curvature on surface tension. 
This creates a vapor pressure gradient that drives diffu-
sion of vapor to the ice-crystal surfaces. Ice crystals grow 
at the expense of water droplets in something known as 
the Bergeron process. As long as sufficient moisture is 
available in a cloud, ice crystals—snowflakes—will con-
tinue to grow until they become heavy enough to drift 



Se asonal Snow and Freshwater Ice

67

to the ground. Temperatures in the lower troposphere 
dictate whether precipitation will fall as rain, snow, or 
something in between (sleet). 
	 The phase of precipitation is not always easy to pre-
dict; snowfall is commonly recorded at near-surface 
temperatures well above 0°C, and rain can occur at tem-
peratures below 0°C. This depends on the temperature 
structure in the atmospheric boundary layer, the initial 
size of the precipitation particle, and the transit time 
(height, speed, and path) of the precipitation. In climate 
downscaling applications where one needs to estimate 
snowfall from the daily or monthly precipitation and 
temperature, it is recommended to estimate the fraction 
of precipitation to fall as snow as a statistical distribution 
about 0°C, rather than adopting a sharp transition at, for 
example, 0°C or 2°C, below which precipitation falls as 
snow. For instance, a cumulative distribution function 
over the range of approximately –6°C to +6°C represents 
observations well. Ideally, of course, atmospheric mod-
els are able to represent explicitly the precipitation pro-
cesses and phase of precipitation on the temporal and 
spatial scales needed for modeling snow accumulation.
	 The structural forms of snowflakes are determined 
by the temperature, humidity, and wind conditions 
during crystal growth, although the specific processes 
that determine a snow crystal’s form remain somewhat 
enigmatic. The many different crystal forms include 
pillars, disks, stellars, plates, and columns. The relation 
to cloud conditions is complex and nonintuitive, but 
some systematic tendencies are observed, with useful 
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generalizations given in figure 4.1. Faceted hexagonal 
plates are prevalent under dry conditions below –10°C 
and again at temperatures above –4°C, but columnar 
ice crystals are dominant between –4 and –10°C. When 
humidity is higher (i.e., under supersaturated, relatively 
mild conditions), plates evolve into dendrites and stellar 
crystals. Ice needles develop around –5°C, and columns 
prevail under cold, humid conditions, below ca. –20°C. 
	I ce crystals in the cold, dry upper troposphere tend 
to be hexagonal plates. These crystals align horizon-
tally due to air resistance, and the hexagonal structure 
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can reflect sunlight at specific angles (22°) to produce 
halos or sundogs. They also give us elegant cirrus clouds. 
Closer to the ground, more water vapor is commonly 
available, and supersaturated clouds produce the classi-
cal dendritic forms.
	 Snow crystals inherit their hexagonal macrostruc-
ture from the structure of the ice lattice, and humidity 
plays the primary role in shaping the growth of elabo-
rately branched, stellar crystals from six-sided, faceted 
plates. Small plates develop when snow-crystal growth 
is moisture-limited and vapor is deposited equally on all 
six facets. With surplus moisture, vapor deposition oc-
curs rapidly and near-symmetrically at the corners of the 
facets (the shortest distance for vapor diffusion) and a 
branching instability is excited, where dendritic branches 
grow at each corner. New branches are spawned at asperi-
ties and protrusions in the branches. The snowflake grows 
until it becomes heavy enough to float to the ground. 

Mechanisms of Snowfall

Snowfall is associated with two main mechanisms of pre-
cipitation: (i) orographic uplift of moist air masses and 
(ii) air mass mixing/frontal precipitation. The former is 
dominant along mountainous coastlines, where inland 
advection of maritime air masses leads to uplift, cooling, 
and a transition from rainfall at low altitudes to snowfall 
at higher elevations. Snow-capped peaks in New Zea-
land, Iceland, Norway, the Himalayas, and the Ameri-
can Cordillera all testify to this process. Orographic 
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precipitation also delivers snowfall to the flanks of the 
Greenland and Antarctic ice sheets. 
	 Frontal collisions produce much of the snowfall in 
interior continental regions, particularly in the mid-
latitudes where extratropical cyclones usher a steady 
succession of cold, polar air masses into contact with 
lower-latitude (warmer, wetter) air masses. Mark Hel-
prin expresses this snowfall mechanism sublimely in 
Winter’s Tale:

Battalions of arctic clouds droned down from the 
north to bomb the state with snow, to bleach it as 
white as young ivory, to mortar it with frost that 
would last from September to May.

Although violent, this metaphor is consistent with the 
meteorological appropriation of the term front from its 
military origins. In the case of winter snow storms, con-
flicting air masses produce precipitation in several ways. 
Dense polar air in cold fronts plows under warmer air 
masses, forcing uplift, cooling, condensation, and pre-
cipitation. Developed extratropical cyclones are also 
accompanied by eastward or poleward movement of 
warm fronts, with warm, wet air masses buoyantly over-
riding cool air at the surface, again inducing cooling 
and precipitation over a region. In some cases, forced 
uplift along cold or warm fronts triggers free convection 
and even stronger storms (low pressures, high winds, 
and large amounts of moist air advection to a region). 
From fall to spring, these frontal interactions produce 
snowfall as the precipitation falls through cold air near 
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the ground, although other forms of precipitation are 
also common.
	O f course, orographic and frontal precipitation pro-
cesses frequently act in concert. A common example is 
when moist Pacific air masses (often associated with ex-
tratropical cyclones) are forced upward by mountainous 
topography in New Zealand or western North America. 
Other precipitation processes also give rise to snowfall, 
such as air mass modification (e.g., due to addition of 
moisture from open water bodies and/or isobaric cool-
ing of air masses as they move poleward or inland). 

Variations on Snowfall

There are many other forms of meteoric precipitation 
in the solid phase. Sleet is the name for liquid precipita-
tion that has partially frozen during its descent through 
the lower atmosphere; it is amorphous, lacking the crys-
tal structure of snowflakes. Freezing rain occurs when 
raindrops freeze upon contact with cold surfaces on the 
ground. Rime is an extreme form of this: supercooled 
water droplets that freeze on contact and can produce 
a thick, white coating over trees, power lines, or other 
objects that intercept humid, near-surface air flow. Grau-
pel is a term for snowflakes that are partially melted and 
rounded into pellets and can be coated in rime. These are 
also called snow pellets, and you can recognize them be-
cause they often bounce upon impact. Hailstones, in con-
trast, do not begin life as snowflakes. Rather, hailstones 
are dense, amorphous pieces of solid ice, formed from 
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riming and deposition onto ice nuclei in cumulonimbus 
clouds. Strong updrafts promote cycling of ice particles 
in these clouds. Large hailstones result from high hu-
midity and long residence times and can sometimes be 
found with concentric growth layers. 
	 Frost is a variation on solid precipitation. It is the 
solid-phase form of dew, associated with direct deposi-
tion of water vapor onto a surface when a near-surface 
air mass is cooled to saturation. The source of moisture 
in frost is usually atmospheric, but there are also splen-
did examples of surface hoar deposits or frost feathers, in 
which the vapor pressure gradient between a warm, wet 
surface and a cold, dry air mass drives vapor diffusion 
from the surface to the air. Upon contact with the cold 
air, this vapor freezes to form intricate frost patterns that 
rival those of snowflakes. 

Snow on the Ground

Although there are several different types of solid precipi-
tation, there are even more variations and appellations for 
snow on the ground. Mariana Gosnell discusses the verac-
ity of the legendary 100-plus different words for snow in 
Inuktitut, confirming only about 20 of these in conversa-
tion with Inuit elders. Dictionaries of more than 120 varia-
tions can be found, inflated by the conjunction of nouns, 
adjectives, verbs, and adverbs into single words describing 
snow and ice. Table 4.1 provides some examples. Regard-
less of the semantic debate, the Inuit people know whereof 
they speak; they read the story of the weather, seasons, 
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landscape, and hazards in the subtle variations of the snow 
and ice, and the rhythm of traditional Inuit life is tuned 
and adapted to the cryosphere’s mood.
	E xplicit in the Inuktitut lexicon are descriptors for 
the density, viscosity, age, hardness, and water content of 

Table 4.1
A Sampling of Inuit Terms for Snow and Ice

Inuktitut	 Meaning

Alutsiniq	 Deep snow hollow
Aqilluqqaq	 Soft snow underlying crust
Atairranaqtuq	 Squeaky snow
Aujaqsuittuq	E ternal snow
Kaiyuglak	R ippled surface of snow
Masak	 Slush
Mauya	 Snow that can be broken through
Munnguqtuq	C ompressed snow softening in spring
Mitailak	 Soft snow covering an opening in an ice floe
Niummak	 Deep, soft, newly fallen snow
Perksertok	 Drifting snow
Pukaq	 Uniformly soft snow
Pukak	 Sugar snow
Pukajaaq	 Granular/crystallized snow
Qanniq	 Falling snow
Qimugjuk	 Snow drift/shaped snow
Qingainnguq	 Brilliant ice crystals falling
Qiqirrituq	 Snow squeaky once
Qiqumaaq	 Snow with frozen surface
Qiqsuqaq	 Glazed snow in thaw time
Quna	 Slush ice
Siku	I ce
Sikuliaq	Y oungest ice
Sikussaq	� Thick, deformed, multiyear sea ice that  

  forms in fjords
Sikuuttuq	 Freshwater ice
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snow and the spatial variability of snow on the ground: 
uniform, hummocky, drifted, crusted. These features 
also shape the interactions of snow within the climate 
system. The density and depth of fresh snow determine 
its thermal (insulating) properties, which are impor-
tant to growth of sea ice, freshwater ice, and permafrost. 
Snow water content is the essential parameter of inter-
est for glacier mass balance and water resources applica-
tions (snow hydrology). The seasonality of snowfall and 
the locations where snow preferentially accumulates on 
the landscape influence all of these systems. These also 
impact society through avalanche hazards, transporta-
tion disruptions, and recreational opportunities (i.e., 
ski areas).
	 As discussed in chapter 2, initial snow density is vari-
able and is a function of the moisture content, tempera-
ture, and wind conditions during snowfall; 100 kg m–3 is 
typical. Once snow is on the ground, these same meteo-
rological variables play a strong role in grain-scale snow 
metamorphism and densification of the snowpack. In 
cold, dry conditions, sustained winds of several meters 
per second will harden or stiffen fresh snow into some-
thing colloquially called “wind slab,” which reaches den-
sities of 400 kg m–3. Wind slab has rounded, well-packed 
snow grains, with uniform and “fine” grain sizes of less 
than 0.5 mm. This snow can generally support a person 
or sled. In extreme cases, strong winds and a dearth of 
fresh snow can lead to continued evolution of surface 
snow into a sculpted, extremely hard version of wind 
slab known as sastrugi.
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	I n the absence of strong winds, cold snowpacks can 
remain relatively light for months. With time and with 
buildup of the snowpack, grain sintering in buried snow 
brings about gradual densification. This is the slow 
rounding of crystals and development of intergranular 
bonds through systematic vapor transport from angular 
to rounded crystals. These processes are accelerated at 
warm temperatures. Weakly bonded stellar and angular 
crystals can persist throughout the winter, until thawing 
of the snowpack introduces meltwater and rapid grain 
metamorphism.
	 Vapor diffusion and deposition within a snowpack 
also leads to postdepositional modification of the snow 
stratigraphy. Moisture from the atmosphere, the under-
lying ground, or from sublimation or evaporation within 
the snowpack itself moves upward or downward along 
pressure gradients, from warm to cold regions of the 
snowpack. This vapor can be deposited on contact with 
the colder snow grains. In most seasonal snowpacks, 
this is an upward movement from geothermally warmed 
lower layers in the snowpack to the atmospherically 
cooled layers above. Because of snow’s low thermal con-
ductivity, it can support strong temperature gradients 
(e.g., >10°C m–1), which are conducive to strong vapor 
pressure gradients and vapor transport. This produces 
depth hoar in a snowpack: the growth of large, faceted, 
and poorly bonded snow grains. 
	 Depth hoar that forms in Arctic snowpacks in the fall 
and early winter is often a few decimeters deep, and the 
grains can remain faceted, with sizes of a few millimeters, 
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until the following summer, giving a “hollow” layer be-
neath the overlying winter wind slab. In lower-latitude 
mountain snowpacks, depth hoar creates weak layers 
that can also persist for several months and are impli-
cated in deep slab avalanches.

Wind Redistribution

As well as acting as an agent of densification, wind mo-
bilizes and transports snow. Emerson’s The Snowstorm 
beautifully captures the “frolic architecture” of snow that 
is shaped by winds.
	 Blowing snow gives blizzards their distinct, disrup-
tive character, with horizontal advection of snow par-
ticles obscuring visibility and leading to what can seem 
like several hours of snowfall with negligible snow ac-
cumulation on the ground. The stronger the wind, the 
more loose snow that can be mobilized. Deposition is 
a similar process to saltation of dust particles or other 
aerosols transported in the atmosphere. Blowing snow 
creates snowdrifts in places where wind flux is conver-
gent or where turbulent eddies result in downward ad-
vection and snow deposition. The classical example is 
snow fences, which create eddies that induce snow ac-
cumulation downstream of the obstruction. Natural 
topographic variability produces the same effect; snow is 
scoured from the upwind side of obstacles and deposited 
in the lee side or in hollows and cavities. This has the 
effect of smoothing out the topography. In mountain-
ous terrain, snow is similarly scoured from the upstream 
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side of ridge tops and deposited in treacherous cornices 
(overhanging snowdrifts on the ridge top) and on the lee 
slopes that lie below. 
	 Wind-blown snow is mainly redistribution over an 
area for a given snowfall event. Over a large enough 
area, the depth and water-equivalence of snow on the 
ground averages out and is representative of the amount 
of precipitation that fell from the atmosphere. This can 
be important to glacier mass balance or water resources 
studies, which are based on the total snow on the ground 
within a given catchment; redistribution affects local 
snow depth and the timing of melt, but may not have 
a strong effect on the total annual mass/water budget. 
However, some blowing snow may be carried large dis-
tances by the wind and redeposited off-glacier or in a 
different hydrological catchment, removing it from the 
system. Similarly, some wind-blown snow is subject to 
blowing-snow sublimation, a process that can remove 
mass from the system. 
	 Snow on the ground is also lost to direct sublimation 
into the atmosphere. This is a function of wind speed, 
humidity, and boundary-layer turbulence, which pro-
motes exchanges of momentum, mass, and energy be-
tween the surface and the atmosphere. As introduced 
in chapter 3, the surface (skin) layer over snow and ice 
is typically assumed to be saturated, with the saturation 
vapor pressure determined by the snow/ice surface tem-
perature. If vapor pressure in the overlying air is less than 
this, the vapor pressure gradient supports sublimation 
(or evaporation, if liquid water is present). Condensation 
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or deposition from the atmosphere occurs in the oppo-
site situation, and when it is cold and calm this leads to 
the formation of elegant hoar frost crystals in the surface 
snow, as described earlier. 

Observations of Seasonal Snow

Detailed information about snowfall is available from 
direct measurements in populated regions of Europe, 
Russia, and North America over the past century. Much 
of this information is archived as snow depth or fresh 
snowfall totals, with snow–water equivalence (SWE) es-
timated based on the assumption that fresh snow has a 
density of 100 kg m–3. The most reliable methods of mea-
suring SWE are to melt the collected snowfall and mea-
sure it as if it were liquid precipitation or to sample it 
directly for snow density (i.e. through weighing of snow 
samples of known volume). Such methods became rou-
tine in the middle of the 20th century, along with the 
introduction of regular snow surveys in many of the 
world’s mountain regions.
	 Beginning in the 1960s, visible-wavelength satellite 
imagery has provided exceptional mapping of snow-
covered area in the Northern Hemisphere. Available 
station data allow Northern Hemisphere snowpack 
trends to be extended back to 1922, though with less 
confidence. For the period 1967–2010, the satellite era, 
the mean Northern Hemisphere snow-covered area was 
24.9  106 km2, peaking in January (46.7  106 km2) and 
reaching an annual minimum in August (3.1  106 km2). 
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Most of the residual summer snow in the Northern 
Hemisphere is on the Greenland ice sheet. Additional 
snow falls on the oceans at high latitudes but is quickly 
melted, excepting that which accumulates on sea 
ice. Snow on sea ice is not accounted for in the snow 
cover data.
	 Figure 1.3 plots the average winter snow cover in each 
hemisphere. This geography closely follows the 0°C iso-
therm on the landscape. Given cold enough temperatures 
for snow, the thickness and SWE of seasonal snowpacks 
are generally proportional to the available moisture in a 
region. This is a function of the temperature of the air, 
continentality (distance from the ocean or other major 
water bodies), and the prevailing winds. 
	 Maritime environments at midlatitudes see large ac-
cumulations of snow, as these settings offer the ideal 
combination of cool winter weather, ample moisture 
supply, and baroclinic eddies that advect this moisture 
inland. Precipitation rains out as air masses cool over 
the continents. Latitudes of the polar front (the polar 
jet stream) are optimal for this, as meridional meander-
ing of the jet stream generates repeated cyclonic distur-
bances along winter storm tracks. As discussed earlier, 
this produces heavy snowpacks where these weather 
systems intersect elevated topography (e.g. the coastal 
mountains of North America, Norway, Iceland, and the 
Southern Alps of New Zealand). Annual snow accu-
mulations in excess of 2000 mm w.e. are common here. 
Comparable snow accumulation totals are possible on 
the windward side of other major orographic features 
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like the southeast margin of the Greenland ice sheet and 
the southern slopes of the Himalayas. 
	 At tropical latitudes there are high quantities of con-
vective precipitation, and orographic uplift is also ac-
tive in many regions, but temperatures are generally too 
warm to permit snowfall. Only the highest elevations 
(e.g., above 5000 m) receive significant snow accumu-
lation. In contrast, air temperatures are deeply cold at 
high latitudes of the Arctic and Antarctic, below –20°C 
for most of the year, and this limits the available mois-
ture content of the atmosphere. The Clausius–Clapeyron 
law introduced in chapter 2 is an expression of this ther-
modynamic relationship. Writing this in terms of vapor 
pressure,

,T
e

T a
Ls

a v

v

2 ∆
2 	 (4.1)

where es is the saturation vapor pressure, Ta is the air 
temperature, Lv is the latent heat release of the phase 
change from vapor to either water or ice, and Dav is the 
specific volume change during the phase change. Equa-
tion (4.1) is more commonly expressed in its integrated 
form, where it provides a relation describing saturation 
vapor pressure as a function of temperature. Because 
water vapor occupies such a high volume relative to 
liquid water or ice, Dav . av, and the ideal gas law can 
be invoked to allow expansion of (4.1). Several approxi-
mations exist, with varying degrees of accuracy, but for 
most applications the World Meteorological Organiza-
tion recommends the following forms:
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where Ta is in degrees Celsius, and the vapor pressures 
have the unit millibar. The derivation of these expres-
sions can be found in most texts on atmospheric ther-
modynamics. More elaborate parameterizations are 
available, but Eqs. (4.2) and (4.3) are accurate to within 
1% for most Earth-surface temperatures. Higher-order 
approximations are recommended at very cold tempera-
tures (e.g., below –40°C).
	 The strong sensitivity of saturation vapor pressure 
to temperature provides a hard limit on precipitation 
in polar regions. Cold air is simply too dry to provide 
large amounts of snowfall. The interior regions of the 
Antarctic and Greenland ice sheets are polar deserts, 
with annual precipitation totals of less than 250 mm 
w.e. Continental polar tundra environments in Canada 
and Russia are similar; for instance, Eureka Nunavut 
(79°59ʹ N, 85°56ʹ W) had an average annual precipita-
tion of 70 mm w.e. from 1950 to 2009, with 52 mm w.e. 
falling as snow. 
	 Similar aridification is found in the lee of mountain 
regions at lower latitudes. For example, annual snow ac-
cumulation in the Chilean Andes, on the eastern side 
of the Rocky Mountains, or on the northern slopes of 
the Himalayas is about an order of magnitude less than 
that on the windward side. Hydrometeors advect and 
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drift with the wind, with downstream advection of tens 
of kilometers. This augments the snowpack in the vicin-
ity of continental divides and in the upper regions of lee 
slopes. Aridity sets in downstream of this. This depends 
on the moisture content and temperature of an air mass; 
large quantities of moisture may survive the passage 
across low orographic obstacles or the initial ranges of 
mountain chains. 
	 For orographic barriers that are not too large, snow 
accumulation usually increases with elevation on wind-
ward slopes, with steep annual snow accumulation 
gradients: 1000 mm w.e. km–1 is typical, though this is 
highly variable and is ultimately limited by the avail-
able moisture. For especially high mountain barriers, 
such as the Andes, the Himalayas, or the Saint Elias 
Mountains, drying of the air mass occurs at high eleva-
tions on the windward side. In this case, precipitation 
and snow accumulation usually increase with elevation 
to a point (e.g., 3000 to 4000 m), then decline above 
this altitude. These precipitation processes and snow-
pack gradients are a steep challenge for climate models, 
which are unable to resolve mountain topography in 
sufficient detail.
	 Snow on the ground in mountain environments is 
also subject to avalanching and a strong degree of wind 
redistribution. This tends to limit snow accumulation on 
steep slopes and ridge tops while promoting snow depo-
sition on the gentler slopes of alpine valleys, meadows, 
and forests. These environments naturally give rise to 
mountain glaciers. 
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Proxies for Seasonal Snow Cover

Because snow extends to elevations and latitudes where 
it is near the threshold for viability—temperatures close 
to 0°C—snow cover is very sensitive to warming or cool-
ing. The record of recent changes in snow-covered area 
is discussed in chapter 9. There is scattered observational 
data on snowpack variations prior to the 20th century—
anecdotal or through direct observations at select sites 
(typically measurements of snow depth). There is no 
direct geological proxy for past snow cover, although 
lichen-free zones in tundra environments provide in-
dications of areas that were covered by snow or ice for 
extended periods prior to the 20th century. The timing 
and extent of spring runoff in seasonally snow-covered 
catchments can also leave distinctive traces in lacustrine 
sediments. Certain tree species are sensitive to spring 
snowpack through its influence on soil moisture and 
the onset of the growing season; hence, some tree-ring 
records offer indirect reconstructions of past snowpack 
variability. 
	I ce cores from glaciers provide direct records of net 
snow accumulation that can be annually resolved. These 
records extend back several centuries or millennia in 
mountain icefields or hundreds of thousands of years in 
the polar ice sheets. In the latter case, there is negligible 
summer melt so net accumulation is equivalent to the 
annual snow accumulation. In melt-affected environ-
ments, like most mountain regions, ice cores record the 
net annual snowfall less the amount of meltwater runoff: 
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hence, a combination of precipitation and temperature 
influences. Where it is possible to isolate a precipitation 
signal, it can be difficult to interpret this on a regional 
scale. For most of the Earth’s surface, precipitation is 
a mixture of snowfall and rainfall. Warmer and wetter 
conditions in a region may register as an increase in 
snow accumulation at high altitudes but a loss of snow at 
low altitudes, as rainfall increases and snowfall declines. 
	 At the highest elevations and latitudes, precipitation 
roughly equates to snow accumulation, and ice cores ac-
quired from these latitudes may offer regional- or even 
synoptic-scale insights into precipitation variability. For 
instance, snow accumulation records from ice cores in 
the Saint Elias Mountains in Yukon and Alaska are heav-
ily influenced by low-frequency variability in meridi-
onal circulation in the north Pacific, which is affected by 
El Niño–Southern Oscillation (ENSO) and decadal- to 
century-scale variability in Pacific sea surface tempera-
tures. Snow accumulation records from these sites there-
fore include the influences of climate variability on a 
spectrum of timescales, which needs to be decoded. 

Snow-Melt Models

Models of snow melt are needed for regional-scale hy-
drological applications such as hydroelectric power 
generation, flood hazard, and water resources forecasts. 
They are also necessary for modeling of cryospheric 
interactions with the climate system and global cryo-
spheric response to climate change. 
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	 A solution of the full surface energy balance described 
in chapter 3 is desirable for predicting rates of snow melt, 
but this requires extensive meteorological data that are 
generally unavailable for the remote regions and spa-
tial scales of interest. For this reason, simplified snow-
melt models are commonplace, both operationally and 
in glaciological and climate models. Positive degree day 
(“temperature index”) melt models are the most simple 
and popular tool. These work on the premise that snow 
melt is linearly proportional to air temperature when 
Ta > 0°C, such that the total melt over a period of time t 
scales with the cumulative positive degree day total over 
this time:

( ) ( ) ( ) ( ) ,m b b H T T t dtPDD
0

a a$τ τ
τ

# 	 (4.4)

where PDD is the positive degree day total over time 
t (measured in units °C  d), b is an empirically deter-
mined melt factor, and H(Ta) is a Heaviside function, 
equal to 1 when Ta  0°C and equal to 0 when Ta < 0°C. 
	 This relationship works surprisingly well in estimat-
ing monthly or seasonal snow and ice melt, as long as b is 
appropriately tuned for a site. The explanation for this is 
that the main sources of energy that drive melting—solar 
radiation, incoming longwave radiation, and sensible 
heat flux—are all strongly correlated with near-surface 
air temperature. Longwave radiation and sensible heat 
are proportional to air temperature, and diurnal cycles 
of air temperature are broadly driven by shortwave 
radiation.
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	 Degree-day melt models avoid the intensive meteo-
rological data that are needed for energy balance calcu-
lations, requiring only air temperature as an input. Air 
temperature is believed to be relatively simple to ex-
trapolate from remote point data or large-scale model 
data, using atmospheric lapse rates to account for eleva-
tion effects. However, both melt factors and lapse rates 
vary spatially and temporally, and degree-day models 
are far removed from the physics that describes the melt 
process. They can perform poorly when not locally cali-
brated or when applied to short timescales (e.g., hourly 
or daily melt). 
	R adiation-temperature index melt models offer an in-
creasingly popular alternative that captures more aspects 
of the actual energy balance. These models take advan-
tage of the fact that potential direct solar radiation can be 
calculated over the landscape, following Eq. (3.9), such 
that this likely influence on melt energy can be added 
to degree-day models with no additional meteorological 
data demands. The adjustment to (4.4) takes the form

( ) ( ),m aQ b PDDS $τ τ+φ_ i 	 (4.5)

where a and b are empirical parameters. An obvious 
weakness of (4.5) is that it does not account for the true 
absorbed solar radiation at the snow surface, which can 
deviate a great deal from the potential direct radiation as 
a result of cloud cover and fluctuations in surface albedo. 
These effects are embedded in the parameter a, and 
(4.5) can be rendered more physically based by explic-
itly building in temporal and spatial variations in surface 
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albedo. It is also possible to derive regional cloud cover 
indices from satellite imagery or climate model diagnos-
tics, allowing the first term in (4.5) to be replaced by an 
estimate of the absorbed radiation, QS

. (1 - as), which di-
rectly governs snow melt.
	 Alternative simplifications to the full surface energy 
balance have also been adopted, and improvements in 
mesoscale climate models as well as satellite observing 
systems are creating the possibility for a more physics-
based approach in regional and global-scale snow-melt 
models. However, there is a perpetual trade-off between 
physics-based approaches, which use artificial, poten-
tially flawed meteorological input data, and empirical 
models, which have more reliable input data but are 
missing some important physical processes. Empirical 
models are not very portable in space or time, so they are 
dubious for high-resolution distributed models and for 
future projections; the research community is therefore 
driving toward a more complete and faithful representa-
tion of the surface energy balance. 

Water Flow in Snowpacks

Meltwater remains part of the snow or ice system until it 
runs off. Meltwater can refreeze in a snowpack or it can 
be stored for days to weeks in the liquid phase, delaying 
runoff to river systems. The seasonal snowpack is some-
times called a “snow aquifer” for this reason. A small 
amount of liquid water content increases the viscosity 
and cohesion of the snow, giving “packing snow” that 
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is ideal for backyard snowmen. Snowpacks retain liquid 
water contents of several percent in the pore space before 
they become saturated and turn to slush. 
	O nce saturated, gravity will triumph over surface and 
capillary tension, allowing water to drain through from 
the snowpack. Drainage is essentially Darcian: flow in a 
porous medium, driven by gravity and hydraulic pres-
sure gradients. Percolation and drainage also occur in 
unsaturated snowpacks where vertical drainage chan-
nels, or “pipes,” establish. 
	 Water that drains to the base of the snowpack can pond 
there, infiltrate into the soil and groundwater system, or 
run off as a surface (overland) flow. If the underlying 
ground is frozen or in the case of a supraglacial snowpack, 
the snow rests on an effectively impermeable barrier, and 
runoff occurs at the snow–ground or snow–ice interface. 
This is common in the early melt season; one hears the 
water running beneath a tenuous snow cover, and creek 
crossings on such a snow cover should be attempted with 
care. If there is a topographic slope (hydraulic gradient), 
meltwater can also drain as a surface or internal flow in a 
saturated snowpack. Most of the meltwater in subsurface 
and surface flows drains to regional river systems. This 
is relatively quick for overland flows (hours to weeks), 
but there can be delays of days, months, or even years for 
water that enters the groundwater system. 
	 Much more could be written about seasonal snow, 
and it will not stray far from our minds as we continue 
on with overviews of freshwater and sea ice, glaciers, and 
permafrost. All are heavily influenced by the seasonal 
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snowpack; glaciers would not be here without snow, and 
snow insulates the other forms of ice from the atmo-
sphere, playing a critical role in their growth, decay, and 
thickness. Heavy snow cover on a surface of lake or sea 
ice can even result in submergence of the ice cover, with 
flooding and subsequent freezing of the snow creating 
a coating with the doubly cryospheric name “snow ice.” 
The rest of this chapter expands on this and other impor-
tant aspects of lake and river ice. 

River and Lake Ice

At the same time as seasonal snow spreads from the 
polar regions to the midlatitudes each winter, a veil of 
seasonal ice forms over rivers and lakes. The essential 
thermodynamics of this process are described in chapter 
3. This section expands on this through a summary of 
several of the main features of lake and river ice.
	 The ice season for rivers and lakes is defined by freeze-
up, the moment of the year when continuous ice cover 
sets in, and breakup, the time when seasonal ice wastes 
to the point that open water becomes extensive. In rivers, 
ice advection is often factored into the definition; freeze-
up may be defined as the time when ice cover becomes 
immobile, whereas breakup is heralded by the time when 
ice begins to move downstream. These definitions clearly 
contain some ambiguity. For instance, “extensive” open 
water may refer to the first occurrence of visible open 
water, to the time when travel becomes hazardous on the 
ice, or to the time when ship navigation becomes possible. 
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Lake Ice

Lake ice forms due to cooling and freezing from above, 
driven by radiative and sensible heat losses to the atmo-
sphere in the autumn and winter. The surface energy 
balance described in chapter 3 is applicable here. Snow 
falling in open water can provide an additional energy 
sink, due to the latent energy removed from the lake to 
melt the snow.
	I f temperatures reach 4°C as a lake cools, the density 
maximum of water at this temperature (see figure 2.2) re-
sults in curious behavior. Dense surface waters will sink, 
creating a systematic fall cycle of “flushing.” Overturning 
in the water column brings warmer water to the surface, 
where it will cool as the flushing process continues. There 
can be several flushing events in a lake each autumn, until 
much of the water column has a temperature near 4°C. 
Continued cooling creates stably stratified surface waters 
that will begin to freeze. Once ice is nucleated, conductive 
heat loss to the atmosphere promotes ice growth. Growth 
rates are sensitive to the depth (insulating capacity) of 
local snow cover and the temperature gradient, hence the 
air temperature. This is illustrated below.
	I ce cover is intermittent in regions where winter tem-
peratures fluctuate about 0°C. Cold spells (sustained tem-
peratures of less than 0°C over a period of several days) set 
up a tenuous layer of ice that is millimeters to centimeters 
thick. Thin ice cover has little thermal inertia, so a brief 
(e.g., 1- or 2-day) warming episode can melt the ice. Such 
freeze–thaw cycles characterize many lakes all winter long. 
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If temperatures remain subzero for long enough to form 
a thicker ice cover, however, it requires a large amount of 
latent heat energy to melt the ice. Winter nights are long at 
high latitudes and are characterized by a net energy deficit 
(primarily longwave cooling), so ice thickens overnight, 
and there are limited daylight hours to drive melting in 
midwinter. This makes a well-established lake ice cover 
quite endurable, such that it is able to weather multiday 
warm spells, and it will typically persist through to spring. 
	 Freezing of lake water creates congelation ice, which 
is commonly called black ice. This is not to be confused 
with the “black ice” that forms on roadways when re-
frozen water forms a thin, transparent veneer of ice, 
making it treacherous for driving. Black ice in lakes is  
characterized by ordered, vertically aligned ice columns, 
a result of slow crystal growth driven by vertical heat dif-
fusion (conductive heat losses upward into the overlying 
ice). Black ice is an ironic name; it has relatively few air 
bubbles, making it highly transparent to light. Hence, it is 
possible to see right through this ice into the underlying 
water, which is dark, giving the ice its black appearance. 
In contrast, ice that forms from above due to flooding of 
snow-covered ice is called slush ice, snow ice, or white 
ice. Its high bubble content promotes strong backscatter 
of light and an opaque white color. White ice has small, 
randomly ordered ice crystals. 
	 As noted in the earlier section “Snow-Melt Models,” 
flooding can occur if snow on the ice is thick enough to 
cause ice to sink below the waterline. Snow-ice can also 
form from saturation and freezing of snow cover due to 
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lake water that is pushed up through fissures or cryoconite 
holes in the lake ice cover. Such fissures may be a result of 
contraction cracks that form on cold nights. Flooding can 
also be caused by groundwater flows or streams that feed 
a lake, where such water flows are dammed or diverted to 
flow on the surface of the ice cover. Icing from this effect 
is also called naled or aufeis, literally “ice on top.” 
	I ce does not completely cover lakes in many cases, 
particularly in the early stages of freeze-up, as wave ac-
tion and the motion of water in inlet or outlet streams 
prevent ice from setting up. Because of the greater wave 
energy in the middle of a large water body, lakes often 
freeze over from the edges, radially inwards. 
	 Lake ice cover is surprisingly strong in its ability to sup-
port a load. A consistent 5- to 10-cm ice cover is enough 
to support a person on foot (e.g., skating or ice fishing), 
12–15 cm permits snowmobile travel, 20 cm can support a 
light automobile, and more than 50 cm enables heavy truck 
transport. These are general rules of thumb, and things 
such as underlying water currents or fractures in the ice 
can compromise its strength. Different jurisdictions pro-
vide different guidelines for winter ice travel. In Finland, 
for instance, ice roads used for light vehicle transport must 
have an ice thickness of at least 40 cm across the entire ex-
panse of the road before they are opened for the season.

Thermodynamics of Ice Growth and Decay

Ice growth proceeds quickly during early stages of 
freeze-up but is then self-limiting due to insulation of 
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the basal ice–water interface from cold atmospheric 
temperatures. In a single growth season, this thermody-
namic limitation gives maximum ice thicknesses of 1.5 to 
2 m in extremely cold environments (i.e., polar regions). 
Snow cover has a strong additional insulating effect, fur-
ther limiting ice thickness. Where seasonal ice roads are 
important for transportation, engineering is often done 
to stimulate thicker ice artificially. The two most effective 
tactics for this are to clear the snow cover and to spread 
water on the ice, introducing ice accretion from above. 
Similar techniques are used in building and maintaining 
backyard skating rinks.
	 The thermodynamics of lake ice follow the equations 
outlined in chapter 3, with the surface energy balance 
dictating the energy deficit or surplus that is available 
to drive ice growth and decay, and Eq. (3.5) governing 
the internal energy and temperature evolution in the ice. 
During ice growth, vertical heat conduction governs heat 
loss from the lake and ice into the atmosphere, subject to 
atmospheric temperature forcing at the ice/snow–atmo-
sphere interface and heat flux from the lake into the ice 
at the ice–water interface. Basal ice accretion/ablation 
can then be modeled from the net surplus or deficit of 
energy at the base. For ice thickness H, this follows
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where Lf is the latent heat of fusion, and Qin and Qout refer 
to the upward-directed vertical heat flux into and away 
from the lake–ice interface (the base of the ice). Qin is 
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equal to the heat flux from the water, Qw, and Qout is the 
heat conducted upward into the ice. The symbols b– and 
b+ denote the infinitesimal layer below and above the 
base of the ice. The upward-directed heat flux is a func-
tion of the air temperature and the thickness and ther-
mal conductivity of the overlying ice and snow.
	 When combined with Eq. (3.5) and using a moving 
(adaptive) grid in a numerical scheme that tracks the 
phase front, the model introduced in chapter 3 can be 
applied to simulate ice growth subject to air tempera-
ture forcing. Figure 4.2 plots an example for an idealized 
case with Qw = 0.5 W m–2 and meteorological forcing 
based on observed air temperatures and snow depths 
in Yellowknife, northern Canada (62.46° N, 114.44° W). 
The solid line in figure 4.2c is for a hypothetical case with 
pure ice (no snow cover), and the dashed line includes 
a variable snow cover based on the Yellowknife meteo-
rological data, assuming a snow density of 300 kg m–3. I 
use temperature- and density-dependent values for the 
heat capacity and thermal conductivity of snow and ice 
as given in chapter 3.
	Y ellowknife is a cold, dry site that is representative 
of a subpolar, continental climate: ideal conditions for 
seasonal lake and river ice. Indeed, there is an extensive 
network of winter ice roads in this region. Figure 4.2 il-
lustrates the limitations on growth imposed by both the 
ice thickness itself and an overlying snow cover. The 
highest rates of growth are early in the freeze-up season, 
when the ice and snow cover are thin. Even 10–20 cm of 
snow is enough to have a strong insulating effect on the 
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Figure 4.2. Modeled lake ice growth through a winter season, based 
on daily air temperatures and snow cover in Yellowknife, Northwest 
Territory, Canada, from winter 2009–2010. (a) Air temperature and 
(b) snow cover forcing used for this scenario, October 7, 2009, to 
April 25, 2010. (c) Lake ice thickness for snow-free conditions (solid 
line) and including the effects of the snow cover (dashed line).
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ice, especially if it remains cold and dry; water-saturated 
snow is more conductive. The effective insulation is also 
very sensitive to snow density.
	 The growth of ice can be approximated via Stefan’s 
solution, which is an analytical approximation to (4.6). 
Neglecting the heat flux from the lake, the effects of over-
lying snow cover, and assuming a linear temperature 
gradient in the ice,

( ) 2 ( ) .H t L
k F t

i f

i

ρ 	 (4.7)

Here, F (t) represents cumulative freezing temperatures, 
a concept similar to positive degree days in Eq. (4.4) but 
measuring the integrated temperature below 0°C. In 
(4.7), this has units °C  s, though freezing degree days 
(negative degree days) can be used instead, with a con-
version in the units for thermal conductivity. 
	 Figure 4.3 plots the solution to Stefan’s equation for an 
idealized scenario: a step temperature change to –10°C, 
maintained for 200 days. For comparison, the numeri-
cal solution is also shown here, as calculated from (4.4). 
An additional curve is added to indicate the additional 
impact of snow cover on ice growth, assuming a linearly 
increasing snowpack over the 200-day period of ice 
growth and a maximum snowpack thickness of 40 cm. 
	 This analytical solution has also been used in models of 
sea ice and permafrost growth. It indicates that ice growth 
follows a square root of time function, assuming that F 
(t) ? t during the winter season. By corollary, dH/dt ? 
t–1/2. In practice, where (4.7) has been used operationally 
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for lake ice, a coefficient f (ranging from 0.2 to 0.8) has 
been added to the right-hand side of (4.7) to reduce the 
predicted ice depth in order to account empirically for the 
insulating effects of snow and other assumptions inherent 
in (4.7). Higher numbers apply in windy environments 
with little snow cover, whereas low values apply where 
snow cover is deep and subsurface heat fluxes are high 
(e.g., with warm underlying lake waters). 
	 An alternative simplification of Eq. (4.6) introduces 
a two-layer model to approximate the effects of snow 
cover. For ice thickness Hi and snow depth ds, 

Figure 4.3. Lake ice growth during 200 days based 
on the Stefan solution (dashed line) versus the 
numerical solution from Eq. (4.4) (solid line), for 
a step cooling to an air temperature of –10°C. Lake 
ice thickness is also plotted for a case with linearly 
increasing snow cover over the 200-day integra-
tion, to a maximum snow depth of 40 cm (dotted 
line). A snow density of 300 kg m–3 is assumed.
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This is essentially an extension of Stefan’s equation, 
treating layers of ice and snow in series with respect to 
heat conduction. This approximation assumes linear 
temperature gradients in the ice and the snow, with an 
equal conductive heat flux through each medium such 
that 2Ti/2z and 2Ts/2z have equilibrium values in in-
verse proportion to the thermal conductivities, ki and ks. 
Equation (4.8) can be solved to give the incremental ice 
growth, δHi, over a time period δt with negative degree 
days F(δt) [where F(δt ) = -òTa dt]. It is also possible to 
add a third “resistor” to the denominator in (4.8), de-
scribing the effective heat transfer between the snow sur-
face and the atmosphere. 
	I n fact, there is little need to rely on Stefan’s equa-
tion or (4.8) nowadays, as a full numerical solution of 
one-dimensional heat diffusion in Eqs. (3.5) and (4.6) is 
straightforward. For instance, the computer program to 
generate the examples presented in chapters 3 and 4 took 
less than a day to develop. Data concerning snow depth 
and the surface energy balance terms (Eq. 3.1) are much 
more limiting in simulation of lake ice.

Ice Decay

The thermodynamics discussed above also apply to 
basal melting of lake and river ice, but heat fluxes from 
the water do not usually drive this process. Rather, ice 
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breakup—the spring thaw—is driven by the intensifica-
tion of solar radiation in the spring and early summer, 
supplemented by increased longwave and sensible heat 
supply as the air and the surrounding terrain warm. 
The surface energy balance equations of chapter 3 are 
salient here. 
	I nitial melting of freshwater ice proceeds slowly, ac-
celerating in late stages due to the presence of low-albedo 
melt ponds and areas of open water. At higher latitudes, 
where the ice cover is thick, lake ice tends to persist lon-
ger into the spring than the regional snow cover. Late 
in the melt season, warm air advection from adjacent 
snow-free land thus provides an additional source of 
heat energy to accelerate ice breakup. 
	I t is common to find a layer of meltwater overlying 
lake ice that is still quite solid; the ice cover remains 
impermeable until late in the spring thaw. During ad-
vanced stages of ablation, internal melting from ab-
sorbed solar radiation transforms the ice surface to a 
pocked, lower-density medium that is colloquially re-
ferred to as “rotten” ice. Deteriorated surface ice of this 
nature can also be found on sea ice and glaciers in sum-
mer. Another feature that is often seen as lake ice decays 
is the development of candle ice, where columnar black 
ice is prevalent. When lake water freezes, impurities are 
rejected and collect at the interstitial grain boundaries. 
These impurities depress the freezing point at the junc-
tions between vertically oriented ice crystals, and during 
initial stages of thaw these intercrystalline boundaries 
are the first regions to melt, isolating the columnar ice 
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candles. Similar features can be seen in terrestrial icings 
that are formed from groundwater seepage through the 
winter. 

River Ice

The seasonal cycle of river ice growth and decay has 
much in common with that of lake ice, but there are 
some important differences in the thermodynamics and 
the character of the ice. The flow of water creates some 
complexities. Because rivers are shallow and well mixed, 
the water throughout a reach of a river must cool to 
0°C before it will begin to freeze (unlike lakes, in which 
freezing begins when much of the water column is at 
4°C). Turbulent heat dissipation and conversion of po-
tential energy to kinetic energy as a river flows downhill 
provide internal sources of energy that help river water 
to resist freezing. It is therefore common to see ice along 
the edges of a river and a coating of frozen spray on veg-
etation surrounding the river while the main channel is 
still flowing freely well into the winter. 
	O nce nucleated, ice floes on a river advect down-
stream, so there is generally a mixture of open water and 
ice cover during early stages of freeze-up. Ice convergence 
in reaches with slower flows generates a more complete 
ice cover, and when conditions are cold enough the ice 
cover becomes fixed in place, anchored by fast ice that is 
rooted to the shore. At this stage, the evolution to fixed 
and complete ice-covered conditions often propagates 
upstream, and the ice can then thicken in place in similar 
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fashion to the growth of lake ice. Water continues to flow 
beneath the ice in most major rivers, but some alpine 
streams and high-latitude rivers will freeze to the bed. 
	 The complex channel geometry of rivers makes for 
large spatial and temporal gradients in ice thickness 
and compactness, particularly where ice cover is dis-
continuous. Ice can raft and ridge in the river channel 
or it can override the banks. River ice can also pile up, 
ground, and block the downstream flow, leading to ice-
jam floods. Such floods can be sudden and extensive, 
overriding the high-water levels of “normal” spring 
freshet floods in high-latitude rivers. Ice-jam floods 
often occur where rivers widen and shallow, although 
they are notoriously difficult to forecast. River ice is un-
predictable and hazardous during breakup, with shift-
ing and overturning floes and frequent “surges” of ice 
from upstream. 
	R iver ice has other capricious characteristics, par-
ticularly where fast-flowing water suppresses freezing. 
Water can become supercooled in this situation, giving 
rise to the production of frazil—thin, hollow ice needles 
that can be found throughout the water column and are 
prone to conglomeration on any subzero surface that 
provides a good nucleus for ice. Rapids and open-water 
reaches of large streams and rivers can produce prolific 
amounts of frazil in a winter. Where this ice nucleates 
or agglomerates on subsurface rocks, the river bed, or 
built structures, it is called anchor ice. This often takes 
the form of flat, congealed platelets, but it can build up 
to large masses of ice (e.g., meters in diameter).
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Observations of Freeze-Up and Breakup

River and lake ice have been monitored for many de-
cades. The ice season influences transportation, recre-
ation, weather, hunting, and other aspects of society in 
midlatitude and high-latitude communities. For these 
reasons, there is a detailed historical record of ice freeze-
up and breakup in many communities, particularly 
where ship navigation and ice roads are dependent on 
ice conditions. In recent decades, there are also compre-
hensive satellite-based observations of lake ice cover and 
the ice season. Both visible and microwave imagery offer 
relatively straightforward discrimination between open 
water and ice conditions, as well as detection of meltwater 
ponds. Resolution limitations as well as high-frequency 
variability (advection of ice floes) make monitoring of 
river ice more difficult. Observations of ice thickness are 
also difficult and sparse. Chapter 9 describes the obser-
vational record of freshwater ice freeze-up and breakup 
for recent decades. 

Summary

This chapter has provided an introduction to some of 
the main features of seasonal snow and ice on the land. 
Building on the thermodynamics of the cryosphere in-
troduced in chapter 3, the equations for the growth of 
lake and river ice have been presented and applied in 
simple examples. These equations are also applicable 
to the growth and thickness of sea ice and permafrost, 
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so we will continue to build from this in the coming 
chapters.
	 The seasonal blanket of snow and ice unfurls over a 
large fraction of the world’s land mass each autumn and 
retreats each spring, a cycle that affects weather, climate, 
ecology, and society. Seasonal snow is the most far-
reaching but most ephemeral aspect of the global cryo-
sphere. Its influence in midlatitudes gives it a powerful 
role in cryosphere–climate interactions. We return to 
this in chapter 8, and chapter 9 examines recent trends 
in terrestrial snow and ice cover.



 

5  S ea Ice

Land properly speaking no longer exists,  
nor sea nor air, but a mixture of these things, 

like a marine lung, in which earth and  
water and all things are in suspension. 
—Pytheas of Massilia, On The Ocean;  

Quoted from Barry Cunliffe,  
The Extraordinary Voyage of Pytheas the Greek

Pytheas is believed to be the first Western ex-
plorer to document sea ice, encountering it at some un-
determined destination (“Thule”) 7 days’ sail north of 
Britain. Pytheas was an astute observer; among other 
things, he was the first to document the effects of the 
phase of the moon on tides. While his portrayal of sea 
ice could be construed as the description of jellyfish, Py-
theas was probably trying to find words for thin sheets 
of young ice. Pytheas made other references to “mare 
concretum”—the frozen ocean—and he described the 
midnight sun, so his account is plausible. Sea ice must 
have been a difficult notion for someone that hailed 
from the Mediterranean. The original writings of Py-
theas no longer exist, so we rely on the interpretations 
of Pliny, Strabo, and Diodorus. Of course, at this time 
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the Sami and Dorset people were well established on 
the Arctic coastline, and the Tuniit, predecessors of the 
Inuit, had been living with the rhythms of the sea ice for 
more than two millennia, with travel, migration, and 
hunting tailored around the seasons and moods of the 
frozen ocean. 
	 This chapter provides a brief introduction to the ge-
ography and physics of sea ice. The seasonal flood and 
ebb of sea ice parallels the advance and retreat of snow 
and ice over the land surface, with many similarities to 
the thermodynamics of freshwater ice described in chap-
ter 4. Cold air temperatures drive accretion from below, 
freezing the seawater. Salinity effects and ocean currents 
complicate matters in sea ice, however, and the scale 
of sea ice and its resultant climatic influences are also 
global in scope. Sea ice has been recognized as a cen-
tral component in Earth’s climate dynamics for several 
decades now, and most global climate models include a 
reasonably sophisticated treatment of sea ice. 

Characteristics of Sea Ice

Sea ice forms from freezing of seawater. Dissolved salts—
predominately NaCl, but many other ions as well—de-
press the freezing point of seawater by approximately 
0.054°C ppt–1. For mean ocean water with a salinity of 
34.5 ppt, sea ice forms at –1.86°C. Polar waters are often 
fresher than average seawater, due in part to limited 
evaporation. For salinities of 25 ppt and 30 ppt, water 
freezes at –1.35°C and –1.62°C, respectively. 
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	 First-year sea ice forms in the autumn in the polar re-
gions. New ice has many colorful terms to distinguish it, 
including nilas, grease, slush, and pancake ice. Figure 5.1 
illustrates a spectrum of sea-ice types in the Arctic, in-
cluding fresh pancake ice in the Bering Sea, late-summer 
ice floes in the Canadian high Arctic, and a fully devel-
oped winter ice cover in the Beaufort Sea (landfast ice on 
Alaska’s North Slope). 

a b

c

d

Figure 5.1. A variety of Arctic sea-ice types and seasons. (a) Ridged 
landfast ice. (Photograph courtesy of Andy Mahoney, National 
Snow and Ice Data Center, University of Colorado.) (b) One-week-
old ice—nilas—forming in Reykjavík Harbor, December 2000. 
(Photograph by author.) (c) Late-summer ice floes, Tanquary Fjord, 
northwestern Ellesmere Island, Canada. (Photograph courtesy 
of J. Dumas.) (d) Pancake ice in the Bering Sea. (Photograph by 
R. Behn, NOAA Corps.)
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	 Sea ice is made up of a mixture of brine, ice crystals, 
air, and solid salts. Once nucleated, sea ice provides a 
platform for the deposition and accumulation of mete-
oric snow. Brine pockets trapped in first-year sea ice give 
it salinity values that are commonly in the range 5–15 
ppt. During the summer melt season, sea ice reaches the 
melting point (0°C) and becomes permeable, with water 
and brine transport along intergranular veins. Brine re-
jection through this process freshens sea ice. For this 
reason, multiyear ice, which has survived the summer 
melt season, has only traces of salinity. 
	 Sea ice thickens through the fall and winter, grow-
ing from below through basal accretion, or aggradation. 
Thermodynamic growth of first-year ice is self-limiting 
to a thickness of about 2 m, or less than this when sea ice 
is mantled in a thick snow cover. At thicknesses beyond 
this, the ocean is effectively insulated from cold atmo-
spheric temperatures, and ocean heat flux into the base 
of the sea ice is balanced by upward heat conduction 
through the ice and snow. Thicker ice develops through 
mechanical ridging under convergence, compression, 
and overriding (rafting) of ice floes. Pressure ridges can 
reach thicknesses of 10–20 m. 
	 Through the spring and summer in both the Arctic 
and Antarctic, a large fraction of first-year ice melts away 
or is advected to lower latitudes. That which survives the 
summer becomes multiyear ice, which goes through 
further growth stages (thermodynamically and through 
ridging), commonly reaching ice thicknesses of a few 
meters. 
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	 Figure 5.2 plots measured and modeled estimates of 
the winter thickness distribution of Arctic and Antarctic 
sea ice. The thick multiyear sea ice evident in figure 5.2a 
is a result of ice convergence against the Canadian Arctic 
Archipelago and northern Greenland, which gives thick-
nesses of about 5  m. These data represent a snapshot 
from February to March 2005 and are derived from sat-
ellite altimetry in the Arctic basin. Ice thicknesses vary 
from year to year, but this general geographic pattern is 
persistent. In Antarctica, a more radially symmetric ice 
thickness pattern is evident, associated with ice diver-
gence away from the coast. Thicker ice along the coast 
indicates multiyear ice in regions of ice convergence, 
particularly evident in the western Weddell Sea where 
ice piles against the Antarctic Peninsula.
	 During the summer melt season, atmospheric heat 
flux is the primary driver of sea-ice melt, although there 
is also basal melting from ocean heat fluxes. Melt begins 
gradually due to the high albedo of the seasonal snow 
cover. Once the snow ablates, melt ponds form on the 
ice surface (e.g., figure 1.2), the albedo is dramatically 
reduced, and melt proceeds swiftly. In the Arctic, more 

Figure 5.2. Thickness distribution of winter sea ice in (a) the Arctic 
basin and (b) the Southern Ocean. (a) Arctic ice thickness from 
March 2006, derived from ICESat altimetry (Kwok et al., 2009). 
(Image courtesy of NASA’s Goddard Scientific Visualization Studio.) 
(b) Mean September sea-ice thickness from a regional (circumpolar) 
configuration of a finite element sea-ice–ocean model. (Image cour-
tesy of Ralph Timmermann, Alfred Wegener Institute.)
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than half of the ice pack typically melts away in the sum-
mer, and more than 85% of the Southern Hemisphere 
sea ice melts each summer (see table 1.1).
	 Although climate warming is being felt in the Arctic 
(chapter 9), this seasonal cycle is remarkably consistent 
from year to year. Figure 5.3 plots Arctic and Antarctic 
sea-ice extent for the period 1990–2000, based on micro-
wave remote-sensing measurements of monthly mean 
ice extent. Sea-ice extent refers to the total area with at 
least 15% sea-ice cover; ice extent is therefore greater than 
the ice area. This figure testifies to the overall dominance 
of seasonal insolation cycles in governing sea-ice cover; 
other aspects of the climate system, such as variability 
in wind, pressure, and ocean conditions, influence year-
to-year ice anomalies but these are difficult to discern in 
figure 5.3. 
	 The geometry of the Arctic basin also plays a hand in 
the consistent maximum winter ice extent in the north; 
winters are cold enough that most of the Arctic basin 
freezes over each year, with ice extent limited and de-
fined by the continents. Antarctic sea ice is not continen-
tally constrained, but its annual maximum is also very 
consistent, governed by the “ablation wall” imposed by 
the relatively warm waters of the Antarctic Circumpo-
lar Current. These plots indicate total ice cover in each 
hemisphere; regional ice cover is much more variable.
	 Figure 5.4 plots the geographic extent of sea ice for 
the times of minimum and maximum ice cover in each 
hemisphere. The white areas indicate the minimum 
and maximum ice extents in 2009, and the black lines 
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indicate the median monthly ice extent for the period 
1979–2000.
	 The polar oceans are not covered by a continuous, 
uniform sheet of ice. Rather, sea ice is made up of a mix-
ture of open water, pack ice, and landfast ice, along with 
the occasional iceberg that has come off of a terrestrial 
ice mass and been entrained in the sea ice. Sea ice con-
centration refers to the areal fraction of ice cover in a re-
gion. Landfast ice, often called fast ice, is frozen to the 
shore, or it can be anchored to the seafloor in shallow, 
near-shore environments. It swells with the tides but is 
otherwise immobile. Ice cover in landfast ice is generally 
continuous. Open-water ice floes, in contrast, are discon-
tinuous and highly mobile. Pack ice drifts at speeds of 
order 0.1 m s–1, driven by ocean currents and wind stress 

Figure 5.3. Monthly sea-ice extent in the (a) Northern Hemisphere 
and (b) Southern Hemisphere, January 1990 to December 2000. 
(Data from the U.S. National Snow and Ice Data Center.)
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Figure 5.4. Maximum and minimum sea-ice extent in the (a, b) 
Northern Hemisphere and (c, d) Southern Hemisphere. All plots 
show the monthly minimum and maximum ice extents in 2009, 
along with the median value for the period 1979–2000 (black lines). 
(Data from the U.S. National Snow and Ice Data Center.)
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and subject to Coriolis deflection. Pack ice, also called 
drift ice, consists of a mixture of ice floes and open water, 
with the latter taking the form of polynyas (open areas) 
or leads (cracks between ice floes). Open-water areas 
are sources of heat and moisture flux to the atmosphere. 
Many polynyas are persistent features from year to year, 
as open water is maintained by sea-ice divergence (due 
to prevailing winds or currents) or upwelling of warm 
ocean waters. 
	I n the Arctic, pack ice that is entrained in the Beau-
fort gyre can circulate through the Arctic basin for sev-
eral years before being exported to the North Atlantic 
through Fram Strait and the channels of the Canadian 
Arctic Archipelago. The East Greenland Current is a 
kind of “sea-ice alley” where huge volumes of sea ice 
are advected southward each year, including thick, mul-
tiyear ice. The redoubtable Fridtjof Nansen recognized 
this and many other nuances of sea ice during his voy-
ages in the Arctic in the late 1800s. Nansen described this 
ice upon approach to southeast Greenland in summer 
1888, shortly before disembarking to complete the first 
crossing of the Greenland ice sheet: 

It must not be supposed that this drifting ice of 
the Arctic seas forms a single continuous field. It 
consists of aggregations of larger and smaller floes, 
which may reach thicknesses of thirty or forty feet 
or even more. How these floes are formed and 
where they come from is not yet known with cer-
tainty, but it must be somewhere in the open sea 
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far away in the north, or over against the Siberian 
coast, where no one has hitherto forced his way. 
Borne on the polar current, the ice is carried south-
wards along the east coast of Greenland.

	 Thick, multiyear ice is prevalent where winds pile up 
ice in parts of the basin, such as the northern coasts of 
the Canadian Arctic Archipelago (figure 5.2a). The thick 
ice floes that Nansen observed drifting southward would 
have been multiyear ice from the archipelago or the Beau-
fort Sea gyre that was caught up in the transpolar drift and 
exported through Fram Strait. The geography is much 
simpler in Antarctica. Offshore winds from the conti-
nent push ice northward, giving a divergent ice pack with 
little multiyear ice. This offshore export is very effective 
in melting first-year ice, giving the strong summer mini-
mum in the Southern Ocean that is seen in figure 5.3b.
	 These processes also give systematic differences in ice 
concentration in each polar region; the average annual 
ice concentration in the Northern Hemisphere is 83%, 
versus 72% in the Southern Hemisphere. In the North-
ern Hemisphere, the average (1979–2010) ice area var-
ied from 4.8  106 km2 in September to 13.6  106 km2 
in March. Ice extents for the same period ranged from 
6.6  106 to 15.5  106 km2. In the Southern Hemisphere, 
ice area and extent for the period 1979–2010 ranged from 
1.9  106 to 14.5  106 km2 and 3.0  106 to 18.8  106 km2, 
respectively, with a minimum in February and maximum 
in September. It is difficult to estimate hemispheric-scale 
ice area and extent prior to satellite observations.



Se a Ice

115

	 Whereas seasonal insolation cycles and land–sea ge-
ography shape the sea-ice extent in each hemisphere, in-
terannual and decadal variability in sea-ice thickness and 
concentration are influenced by air temperature, ocean 
heat fluxes, ocean circulation, and atmospheric pressure 
patterns, which drive surface winds. As discussed ear-
lier, prevailing winds can concentrate ice along coast-
lines, supporting thick, multiyear ice, or they can drive 
ice divergence and export. Because these meteorological 
controls are immediate, sea ice adjusts rapidly to climate 
variability and change. An anomalously warm summer 
can lead to loss of sea ice, with numerous positive feed-
backs that include decreased local and regional-scale 
albedo, solar radiative heating of open water, increased 
sensible and longwave heat transfer from open water 
to the atmospheric boundary layer, and effects of open 
water on cloud cover. In the Arctic, these positive feed-
backs contribute to multiyear “memory” and decadal-
scale variability in ice volume. There is less multiyear ice 
in the Southern Hemisphere, so sea-ice volume in the 
Southern Ocean has less memory; thermodynamic pro-
cesses here produce interannual variability but limited 
decadal variability.
	E xceptionally detailed views of ice area, extent, and 
motion are available for the modern, satellite era (e.g., 
figures 5.2–5.4), whereas other aspects of sea ice are diffi-
cult to quantify. In particular, basin-scale measurements 
of ice thickness are elusive. Many local observations 
are available, and upward-directed sonar from subma-
rine surveys provides good transect data, but sea ice is 
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constantly shifting. Repeat sonar surveys along a par-
ticular transect provide information about ice-thickness 
changes over time, but they do not tell the complete 
story. Interannual variability in drift or convergence of 
the pack ice can give large differences in thickness in a 
region even though there may be little or no change in 
total basin ice volume. 

Sea-Ice Thermodynamics

The discussions in chapters 2–4 are salient to many 
aspects of sea-ice thermodynamics. Brine content in-
fluences the thermal properties of sea ice, relative to 
freshwater ice, but temperature evolution and ice thick-
ness are still broadly governed by vertical diffusion. Heat 
advection from percolation of brine and meltwater can 
also be significant. 
	 Similar to lake ice, heavy snow cover on a thin plat-
form of sea ice can submerge the ice, causing flooding 
that creates “snow ice.” Freezing of seawater in these con-
ditions is fundamentally different from basal ice accre-
tion, and it can lead to high levels of salt entrainment. 
This process is particularly strong in Antarctica, due to 
pack ice divergence that creates a relatively thin ice cover 
that is vulnerable to submergence. The crystal structure 
and radiative properties of snow ice differ from those of 
accretion ice. Snow ice also has a high thermal conduc-
tivity relative to snow, promoting sea-ice growth. 
	O cean heat flux, Qw, is also more variable and potent 
than the geothermal heat flux into the base of terrestrial 
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ice masses or the basal heat fluxes normally experienced 
by freshwater ice. Typical values are 1–2 W m–2 but can 
be higher where warm water masses (e.g., 0°C or even 
a few degrees Celsius) penetrate to high latitudes. This 
is known to transpire in the Northern Hemisphere 
through intermittent forays of North Atlantic water into 
the Arctic basin. Eddies from the Antarctic Circumpolar 
Current also deliver warm water to coastal Antarctica. 
Warm water can upwell buoyantly or through Ekman 
divergence, delivering large heat fluxes to sea ice. A 
water mass of this type is found in the Southern Ocean 
and is called circumpolar deep water. This warm, salty 
water has its origins in the North Atlantic overturning 
circulation.
	 The thermodynamic formulations described in chap-
ter 3 apply to sea ice or a combined sea ice and snow layer, 
with some modifications for the effects of salinity con-
tent. Combining the sensible and latent heat content of 
the sea ice, the effective heat capacity, or “thermal inertia,” 
of sea ice with salinity S and temperature T is written

( , ) ,c T S c
T
L S

2si i
f+

µ 	 (5.1)

where ci and Lf are the specific heat capacity and latent 
heat of fusion of freshwater ice, S is in parts per thou-
sand, and T is in degrees Celsius. The coefficient m comes 
from the linear approximation to the effects of salinity 
on melting-point depression: Tm = -mS. 
	C ouched in these terms, one can simulate the energy 
required to raise the temperature or melt a given volume 
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of sea ice based on its temperature and salinity. For ice 
density rsi, integration of (5.1) over temperature gives 
an equation for the energy per unit volume required to 
warm a parcel of sea ice from temperature T1 to T2:

( ) .E c T T L S T T
1 1

2 1
2 1

si i si fρ ρ µ d n 	 (5.2)

Equation (5.2) neglects the temperature dependence of 
the specific heat capacity of pure ice, although this can 
be included in numerical models. If T2 = Tm, the melting 
temperature, this implies a complete phase change from 
ice to liquid brine. Equation (5.2) can then be written in 
terms of the total energy required to melt a volume of sea 
ice with an initial temperature T and salinity S:

( ) .E c T T L T
S1m si i m si f+ +ρ ρ
µd n 	 (5.3)

This is equivalent to the enthalpy per unit volume of the 
ice. These equations are stable because T < 0°C for saline 
ice. For freshwater ice, the energy of melt is Em = ri [ci 
(Tm - T ) + Lf]. 
	I ce growth or basal melting, including the effects of 
brine content, can then be modeled as a function of en-
thalpy. This is an adaptation of the equation for the growth 
of freshwater ice given in Eq. (4.6). For ice thickness H,

( , ) ,E S T t
H Q Q Q k z

T
b b

b
si in out w i2

2
2
2

+
- +

+

ρ 	 (5.4)

where Qin and Qout refer to the upward-directed vertical 
heat flux into and away from the ocean–ice interface. 
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Qin is equal to the ocean heat flux, and Qout is the heat 
conducted upward into the sea ice. This equation is 
combined with the surface energy balance at the upper 
boundary (the snow/ice–atmosphere interface), as de-
scribed in chapter 3, and the conservation of enthalpy 
within the ice volume. Substituting enthalpy for internal 
energy (temperature) in Eq. (3.5), the thermodynamic 
evolution of sea ice follows

t
E

z k z
T

2
2

2
2

2
2

ϑ+d n
	

(5.5)

where J accounts for solar radiative heating and latent 
energy release/consumption from internal refreezing/
melting. A term can also be added to account for heat 
advection from brine percolation, given a model of that 
process.
	T o define fully sea-ice thermodynamics, salinity evo-
lution S (z,t) also needs to be accounted for. Along with 
(5.4) and (5.5), this gives a system of coupled equations 
for the temporal evolution of sea ice of thickness H, with 
vertical temperature and salinity structure T (z) and S (z). 
Similar to the heat advection associated with brine mi-
gration, this is difficult to measure or model. At present, 
most sea-ice models prescribe salinity or hold it fixed. 

Sea-Ice Dynamics

Sea-ice drift is governed by the Navier–Stokes equations, 
which describe the force balance in similar fashion to the 
conservation of momentum equations for circulation 
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of the ocean or atmosphere. Motion is driven by wind 
stress and ocean currents, subject to Coriolis deflection 
and mechanical dissipation of momentum through ice 
interactions. For horizontal ice velocity u,

,t
u u u f u g hsi si a w w w$ # $
2
2

d d d+ + + +ρ ρ τ τ ρ σd n 	(5.6)

where rsi and rw are the density of sea ice and ocean water, 
f is the Coriolis parameter, ta and tw are the frictional force 
from wind and ocean currents, expressed as shear stress 
per unit length, hw is the sea-surface height, and s is the 
internal stress field in the sea ice. The second-to-last term 
captures the pressure gradient associated with sea-surface 
slope, and the final term describes deformation in the ice 
pack, which extracts energy from the mean flow. In other 
words, internal deformation, through processes such as 
rafting, ridging, and shearing of ice floes, take up some of 
the energy provided by wind and ocean drag, limiting the 
acceleration and motion of the ice pack. These processes 
also shape the thickness distribution of the ice pack, with 
major feedbacks on ice thermodynamics.
	I n free drift, sea-ice flow is predominantly wind-
driven, with Coriolis deflection giving motion that is 
commonly 30° to 60° to the right (left) of the wind in 
the Northern (Southern) Hemisphere. Surface water 
currents in the ocean are also strongly wind-driven, so 
these frictional forces commonly collaborate in propel-
ling sea-ice motion. 
	C alculation of internal deformation in sea ice, d  s, 
requires a constitutive relation or rheology that describes 
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how ice deforms under stress. Ice is an unusual solid in 
that it exhibits elastic, viscous, and plastic behaviors, de-
pending on the timescale and the nature of the stress that 
is imposed. The slow, viscous (tertiary creep) deforma-
tion that is of great interest for glaciers and ice sheets is 
not of much relevance to sea ice, but elastic flexure and 
plastic failure are common modes of deformation in 
shifting pack ice. Sea ice is commonly modeled as a vis-
coplastic material, which means that it deforms linearly 
with stress until loading stress reaches the yield strength, 
beyond which the material fails (i.e., sea ice will fracture 
and break up). Sea ice is modeled as a continuum, so ex-
plicit models of fracturing or shattering are not usually 
entertained; treating sea ice as a plastic material mimics 
this decidedly discontinuous process. Plastic deforma-
tion can describe sea-ice rifting (opening of leads) and 
ridging, two of the most important mechanical processes. 
	 Sea ice has also been described as a cavitating fluid, 
which is weak under tension but has a high yield stress 
under compression. This can mimic sea-ice behavior, 
while being simpler computationally then a full plastic 
rheology. It is also possible to model sea ice as an elasto-
viscoplastic material, where elastic deformation is of 
interest. This is the case in some engineering applica-
tions, such as calculation of sea-ice stresses on marine 
structures (e.g., bridge abutments, drilling platforms). 
Conical (sloping) abutments are designed to permit 
sea-ice “ride up” under elastic flexural bending, mini-
mizing stress on the structure. Similar elastic processes 
are relevant to sea-ice deformation when pack ice floes 
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converge. Sustained convergence inevitably leads to 
either rafting (one ice floe overriding the other, common 
in thin young ice) or ridging (failure under compression, 
leading to crumpling and a thick, jumbled suture zone). 
Rules are needed to describe ice ridging and the changes 
in ice thickness distribution and ice-covered area associ-
ated with this process.
	I nternal forces and mechanical dissipation in the ice 
pack also play an important role in ice thickness dis-
tribution. Rafting, ridging, and shearing are the main 
processes that create thick ice beyond thermodynamic 
growth limits. This is difficult to model in a fixed-grid, 
Cartesian framework, so two approaches are commonly 
adopted. One is to simulate the mean ice thickness in a 
grid cell, along with the area of ice cover (or areal frac-
tion within the grid cell, also called the compactness). 
Together these give the ice volume. Converging ice floes 
as well as thermodynamic growth will increase the mean 
ice thickness and compactness, subject to conservation 
of energy and mass (volume). Melting thins the ice pack. 
	 As a refinement to this approach, many models adopt 
a statistical distribution of the ice thickness distribution 
in a grid cell (e.g., normal distribution, bimodal distri-
bution, etc.). The probability distribution function for 
this is denoted g (H), for ice thickness H, as illustrated 
in figure 5.5. The distribution can then be sampled at 
discrete intervals in order to simulate sea-ice evolution 
for different ice-thickness categories. Thermodynamic 
growth and melting of the ice proceed at different rates 
as a function of ice thickness, and mechanical effects 
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create transfers of mass between different ice-thickness 
categories. There is therefore a governing equation for 
the probability distribution function that needs to be 
coupled with (5.6),
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where P describes the evolution of g due to ice-
mechanical thickness changes, and ¡ represents ice-pack 

Figure 5.5. Illustration of sea-ice thickness distribution, g(H). 
[Adapted from Bitz and Marshall (2011).] (a) The line depicts a 
hypothetical ice distribution in an ice-filled grid cell with a combina-
tion of first-year and multiyear ice (modal thicknesses of ca. 1 m and 
4 m). The histogram illustrates a potential discretization of g(H) into 
ice-thickness categories for sea ice modeling. (b) A hypothetical shift 
in g(H) as ice is melted and open water is created in the region. The 
thin and thick lines indicate the original and new ice-thickness distri-
butions, respectively, with the shading indicating areas of net “gain” 
of probability.
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ablation from lateral melting. The first term on the right-
hand side includes changes in ice thickness distribution 
due to both divergence in the ice pack ( gd  u, for mean 
velocity u) and advection of the distribution (u  dg). 
The second term on the right-hand side couples Eq. (5.7) 
with the thermodynamic equation for ice growth or melt, 
Eq. (5.4). Rates of change, 2H/2t, are resolved separately 
for the mean ice thickness in a specific ice-thickness cat-
egory, as determined by the method selected for discrete 
sampling of the probability distribution function. 

Further Considerations

Many of the processes associated with sea ice are com-
plicated and difficult to observe, such as brine migra-
tion, internal stresses, deformation of the ice pack, the 
extent of basal melting, and basin-scale ice thickness 
distributions. However, sea ice is such a recognized, fun-
damental part of the climate system that most climate 
models include some treatment of sea-ice dynamics and 
thermodynamics. 
	 Spatial and temporal patterns of sea-ice variability 
have many affects on the ocean and atmosphere. Sea ice 
is unique in its ability to shift seasonally large areas of 
open ocean to something that is essentially land, ther-
modynamically and physically. Atmospheric and oce-
anic conditions at high latitudes cannot be simulated 
well without a good representation of sea ice. This is also 
true of biogeochemical and water vapor fluxes between 
the ocean and atmosphere, with interesting and poorly 
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understood feedbacks on the high-latitude hydrological 
cycle, cloud conditions, and gas and aerosol exchanges. 
A full exploration of these topics is beyond the scope of 
this overview, but I return to some of these processes in 
chapters 8 and 9.

Summary

Sea ice is a year-round feature of the polar oceans, with 
seasonal ice cycles shaping the weather, climate, biology, 
and ecology of the polar regions. In the north, sea ice 
also shapes the social and cultural rhythms of indigenous 
people, through its influence on transportation and tradi-
tional fishing and hunting practices. Sea ice also extends 
to midlatitudes in the winter season, affecting shipping 
in protected near-shore waters such as the North Sea and 
Baltic Sea, offshore of Japan in the Sea of Okhotsk, and 
the Cabot Strait waters of eastern Canada. 
	 The thermodynamics of sea ice are well represented 
by the lake ice processes discussed in chapter 4, with the 
addition of salinity effects. However, ocean currents and 
winds make sea ice a considerably more complex aspect 
of the cryosphere. Advection of ice floes, opening and 
closing of leads, and mechanical interactions between 
floes create an inhomogeneous ice cover with large 
variations in ice thickness and type. Ice rafting, ridging, 
shearing, and extensional failure require consideration 
of ice rheology: the way in which sea ice deforms, frac-
tures, and fails under stress. This mechanical dissipation 
in turn feeds back on the ice thickness distribution, ice 
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thermodynamics, and the momentum balance govern-
ing ice drift. All of this introduces multiyear memory in 
polar sea ice cover, where anomalies in the ice pack and 
associated ice–climate feedbacks can persist for many 
years. Chapters 8 and 9 examine aspects of sea-ice–
climate interactions in further detail.



 

6   Glaciers and  
Ice Sheets

[One] who keeps company with glaciers  
comes to feel tolerably insignificant by and by. 

—Mark Twain, A Tramp Abroad

Glaciers are perennial ice masses that are large 
enough to experience gravitational deformation: the 
flow of ice under its own weight. Glaciers and ice sheets 
nucleate where snow accumulation exceeds snow abla-
tion over a period of many years or decades. With time, 
the accumulated snow is buried, compressed, and trans-
formed to glacier ice. Ice behaves as a nonlinear, vis-
coplastic fluid; once ice thickness is sufficient, internal 
gravitational stresses cause the ice to deform. 
	 Mountain glaciers are found throughout the world’s 
alpine regions, including the high mountains of tropical 
East Africa, South America, and Guinea. There are many 
types of mountain glacier, classified primarily from the 
topographic setting, but prominent among these are 
cirque and valley glaciers. These can be independent ice 
masses, self-sufficient in an alpine niche, or valley gla-
ciers can also be outlet glaciers that drain icefields or 
nêvés: low-sloping snow accumulation areas that mantle 
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mountain peaks or high-elevation plateaus. Icefields con-
form to the topography, with high peaks looming above 
the ice surface on the icefield perimeter and within the 
ice mass itself. Peaks or ridges that poke out of the ice are 
known as nunataks. The structure of the mountains and 
the valleys that separate them dictate ice flow directions 
and the shape and extent of an icefield. This distinguishes 
icefields from ice caps, which overwhelm the underlying 
topography, with ice flow determined by the geometry of 
the ice cap itself. Figure 6.1 provides examples.
	 An ice sheet is a continental-scale ice cap. There is no 
particular glaciological distinction other than size, but 
the Greenland and Antarctic ice sheets are more than two 
orders of magnitude larger than the world’s largest ice 
caps, and they play a unique role in the world’s climate, 
so they warrant special consideration. These ice sheets 
contain ancient “Ice Age” (Pleistocene) ice, hundreds of 

Figure 6.1. Examples of icefields, outlet (valley) glaciers, ice caps, 
and ice sheets. (a) The Columbia Glacier, an outlet glacier of the 
Columbia Icefield. (Photograph courtesy of R.W. Sandford.) (b) The 
Greenland ice sheet, along with icefields and ice caps on Baffin 
Island, Devon Island, and Ellesmere Island in northeastern Canada. 
(Image from Google Earth.) (c) Elephant Foot Glacier, a piedmont 
glacier in northeast Greenland. (Photograph courtesy of the Alfred 
Wegener Institute.) (d) Antarctica, with the gray line indicating the 
grounding line; all ice outside of this is floating in the ocean. (Image 
by Bob Bindschadler/NASA, courtesy of the U.S. Antarctic Pro-
gram.) (e) Iceberg calving in a proglacial lake from a valley glacier 
in Kenai Fjords National Park, Alaska. (Satellite image courtesy of 
GeoEye.)
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thousands of years old, and they reside in polar environ-
ments with extreme cold; large regions of each ice sheet 
are too cold to experience surface melting. They are also 
large enough to influence atmospheric circulation, plan-
etary albedo, global sea level, and many aspects of re-
gional climate (chapter 8). These are the only ice sheets 
in today’s world, but the Pleistocene ice sheets in North 
America, Eurasia, Iceland, and Patagonia, which waxed 
and waned with the glacial–interglacial cycles, had simi-
lar features and effects on the climate. 
	 There are various flow features within ice sheets. Ice 
streams and ice shelves are the most important large-
scale features for ice sheet dynamics. Ice streams are 
fast-flowing regions of the ice, where ice velocities can 
be orders of magnitude higher than those in adjacent 
ice (e.g., thousands of meters per year versus tens of 
meters per year). Ice streams are normally laterally con-
strained—channelized in a sense—although they are not 
always constrained by bedrock topography. Ice stream 
width in parts of Greenland and Antarctica is enigmatic 
and varying, related to bed conditions. Warm, wet-based 
sections of the ice sheet support fast flow, in contrast with 
ice that is frozen to the bed. We return to this later in dis-
cussion of glacier dynamics. In this type of ice stream, the 
lateral margins are known as shear zones: narrow features 
characterized by heavily fractured ice.
	I ce shelves are marginal areas of the ice sheet that are 
free-floating in the ocean, composed of glacier ice that 
has flowed out onto the sea (rather than sea ice, which is 
frozen in situ). Ice shelves rim much of Antarctica, where 
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they are hundreds of meters thick. The large ice shelves 
are fed by numerous outlet glaciers or ice streams. There 
are also ice shelves in the Arctic, on Ellesmere Island 
and Greenland, although these are much smaller and 
in many cases are considered to be floating ice tongues: 
marine-based extensions of individual outlet glaciers.

Glacier and Ice Sheet Geography

The polar ice sheets are distinguished by their size, but 
they are also unusual presences on the landscape in 
many other ways, given to extremes. They create topog-
raphy that rivals the world’s major mountain chains. The 
summit of the Greenland ice sheet has an elevation of 
3207 m, whereas much of the Antarctic ice sheet pla-
teau crests above 4000 m. Both ice sheets are underlain 
by major mountain ranges, with occasional nunataks, 
and the range of Transantarctic Mountains that sepa-
rates East Antarctica and West Antarctica is 3300 km in 
length. The deepest ice in Greenland is 3370 m thick, and 
the deepest known ice in Antarctica is 4780 m thick. 
	 Permanent ice covers about 84% of the island of 
Greenland and 99.7% of Antarctica, and the perma-
nent population at each site scales accordingly; Green-
land is home to just more than 56,000 people, most of 
them clustered in picturesque, ice-free villages around 
the southern coast of the island, whereas about 1000 
people reside year-round at the scientific research bases 
in Antarctica. There is a rich cultural history in Green-
land, dating back several millennia, whereas Antarctica 
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was only imagined prior to the first documented sight-
ing in 1820. Although Antarctica is a scientific treasure, 
it is not a hospitable environment; it is the coldest and 
windiest place on the planet. A temperature of –89.2°C 
has been recorded at Vostok Station (78°27ʹ S, 106°52ʹ E), 
with an annual average temperature of about –55°C. Ka-
tabatic winds that charge down the slopes of Antarctica 
reach speeds of 250 km hr–1, and the average wind speed 
at Mawson Station is 37 km hr–1. The vast interior region 
of the East Antarctic plateau is a polar desert, receiving 
annual snow accumulations of less than 50 mm w.e. 
	 Glaciologists generally divide Antarctica into three 
sectors: West Antarctica, East Antarctica, and the Ant-
arctic Peninsula. The division is based on the geography, 
topography, and dynamics of the ice sheet in each region. 
West Antarctica is largely marine-based and is thinner 
and lower in elevation than its eastern counterpart, with 
an average thickness of 1050 m (1310 m if one excludes 
the ice shelves). The Bentley subglacial trench, which un-
derlies a portion of the West Antarctic ice sheet, reaches 
a depth of 2496 m below sea level. East Antarctica sits 
atop a broad continental craton, resting mostly above sea 
level even in its current isostatically depressed state. The 
average thickness of the East Antarctic ice sheet is 2146 
m (2226 m excluding the ice shelves), about twice that of 
West Antarctica. 
	 The Antarctic Peninsula is a maritime setting that ex-
tends to a lower latitude than the rest of the continent. 
The climate and terrain have more in common with 
Patagonia than with the Antarctic plateau, leading to a 
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more alpine style of regional glaciation. Icefields on the 
peninsula are drained by outlet glaciers that terminate 
near the coast or flow into ice shelves that fringe the pen-
insula. Because of their relatively low latitude and alti-
tude, glaciers and ice shelves of the Antarctic Peninsula 
are the only ice masses on the continent to experience 
surface melting in most years. Melting in the Greenland 
ice sheet is more widespread but is still confined in most 
years to a steep, narrow zone at the ice sheet periphery, 
making up about 20% of the entire ice sheet. 
	 These ice sheets constitute most of the world’s glacier 
ice, by area and by volume (table 6.1). They are myste-
rious and poorly observed parts of the Earth climate 
system in many ways, although they are arguably bet-
ter monitored than the ca. 200,000 mountain glaciers, 
icefields, and ice caps that decorate the world’s moun-
tain and polar regions. The vast majority of these are un-
named and unstudied. 
	 Mountain glaciers are numerous but relatively small. 
As an example, in the mid-1970s there were an estimated 
5154 glaciers covering 2909 km2 in the European Alps, an 
average glacier size of 0.56 km2. This is of course a snap-
shot in time; in 1999, the glacier area in the Alps was 2416 
km2, comprising 5422 individual glaciers, giving an aver-
age glacier size of 0.45 km2. Methods for counting gla-
ciers differ between studies. Data is derived from satellite 
imagery, aerial photos, and maps from different periods, 
and one must make choices about the minimum size for 
an ice body to be considered a glacier, and how to divide 
ice fields into multiple, discrete outlet glaciers. Glacier 
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retreat since the 1970s has reduced glacier extent, but the 
basic characteristics of the glacier distribution hold true, 
with more than 80% of glaciers in the Alps less than 1 
km2 in size. A 2005 inventory of glaciers in western Can-
ada (south of 60°N) gives an estimate of 17,600 glaciers 

Table 6.1
Global Glacier Area and Volume

Region	 Area	 Volume
	 (106 km3)	 106 km3	 msl

Antarctica
 E ast Antarctic ice sheet	 9.86	 21.7	 51.6
  West Antarctic ice sheeta	 1.81	 3.0	 4.6
 I ce shelves	 1.62b	 0.7	 —
  Peripheral icefields and ice capsc	 0.47	 0.17	 0.43
 T otal	 13.76	 25.6	 56.6
Greenland			 
  Greenland ice sheet	 1.68	 2.93	 7.1
  Peripheral icefields and ice caps	 0.06	 0.03	 0.07
 T otal	 1.74	 2.96	 7.2
Rest of the world			 
  Dyurgerov and Meier (2005)	 0.54	 0.13	 0.31
 O hmura (2004)	 0.52	 0.05	 0.13
 R aper and Braithwaite (2005)	 0.52	 0.09	 0.23
 R adić and Hock (2010)	 0.52	 0.16	 0.41
Global total	 16.03	 28.6	 64.1

Note: msl is meters of global eustatic sea level equivalent, correcting for ice 
that is floating or grounded below sea level (see the section “Glacier and Ice 
Sheet Volume”).

a West Antarctic values exclude the Antarctic Peninsula.
b Includes ice rises.
c Includes the Antarctic Peninsula, estimated at 300,400 km2 and 

95,000 km3 (0.24 msl).
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covering 26,730 km2, with an average size of 1.5 km2. Gla-
cierized area in western Canada declined by 11% relative 
to a similar snapshot for 1985, but the number of glaciers 
is stable or increasing due to fragmentation as icefields 
thin and retreat. 
	 Larger icefields and ice caps are found at high lati-
tudes in both hemispheres. Most of these have their ori-
gins at high elevations, from which they spread out over 
the terrain. Glaciers descend to sea level in locations like 
Alaska, Iceland, Patagonia, and the Arctic and Antarctic 
islands. The largest midlatitude icefield in the world is the 
Southern Patagonian ice cap, covering 16,800 km2 over 
a latitude range 48.3°S to 51.5°S. This icefield is notori-
ously harsh: windswept with annual precipitation totals 
exceeding 10 m w.e. Ice cores indicate annual accumula-
tions as high as 17 m w.e. in some years. Few glaciological 
studies have been done here, for obvious reasons—the 
region makes the weather in coastal Alaska and Norway 
seem hospitable. 
	 The extent of terrestrial ice in the world’s main gla-
ciated regions (excluding Antarctica and Greenland) 
is listed in table 6.2. Arctic Canada harbors the great-
est quantity of ice, with the Prince of Wales Icefield on 
Ellesmere Island (19,325 km2) representing the world’s 
single largest ice mass outside of Greenland and Ant-
arctica. The network of alpine icefields straddling the 
Alaska–Yukon border in the Saint Elias, Wrangell, 
Chugach, and northern Coast Mountains spans an es-
timated 88,000 km2, but it is heavily dissected so is dif-
ficult to compare with the large ice caps in the Canadian 
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Arctic. It is probably possible to traverse more than 
20,000 km2 in the Saint Elias Mountains without remov-
ing one’s skis. 
	 There are about 116 ice caps in the world outside of 
Greenland and Antarctica. These make up only 0.05% of 
the world’s population of small glaciers, but they repre-
sent about half of the ice in the small-glacier reservoir. 
The total area of the ice masses outside of Greenland and 
Antarctica is about 530,000 km2 (table 6.1). Peripheral 
ice masses in Antarctica and Greenland that are discrete 
and dynamically independent of the large ice sheets 
cover an additional 450,000 km2, including the icefields 
of the Antarctic Peninsula. 

Table 6.2
Major Glaciated Regions Outside of Greenland 
and Antarctica

Region	 Ice Area 
	 (103 km3)

Canadian Arctic	 147
High-mountain Asiaa	 114
Alaska	 75
Western Canada	 53
Svalbard	 37
Himalayas	 33
Novaya Zemlya	 24
Patagonia	 21
Severnaya Zemlya	 19
Franz Josef Land	 14
Iceland	 11

a Includes Himalayan glaciers.



Gl aciers and Ice Sheets 

137

	 The glacier areas in tables 6.1 and 6.2 represent snap-
shots from the mid-1970s, largely based on Landsat imag-
ery from the period 1972–1981. Glacier area is declining as 
a result of climate warming, as noted above for the Alps 
and for western Canada, but this has not yet induced major 
changes to the areas of the Greenland and Antarctic ice 
sheets, which dominate the global ice area. Extrapolating 
from glacier changes in the midlatitude mountain regions 
of North America and Europe, the worldwide decrease in 
ice cover from the mid-1970s to the 2000s is of order 5000 
km2. Compared with a global ice area of 16  106 km2, this 
has a negligible influence on planetary albedo, particularly 
relative to changes in sea ice and seasonal snow cover. The 
marked glacier decline in mountain regions does, how-
ever, affect regional-scale water resources, climate, alpine 
ecology, and global sea level.

Glacier and Ice Sheet Volume

Glacier area can be well mapped from satellite imagery 
and aerial photographs, but global ice volume is more 
difficult to estimate. Mapping of ice thickness requires 
surface or airborne radar surveys. Electromagnetic wave 
frequencies of 5–50 MHz are typically used for glacier 
depth sounding, as these relatively low frequencies limit 
signal attenuation and allow penetration of radar pulses 
through several hundred meters of glacier ice. Resolu-
tion at these frequencies is of the same order as the wave-
length, 6–60 m for the range 5–50 MHz. The ice–bed 
interface provides a strong electrical contrast, so these 
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systems have good success in mapping subglacial topog-
raphy and ice thickness. Other geophysical techniques 
(e.g., seismic and gravity surveys) have also been applied 
to ice-thickness mapping. 
	 Detailed (1–5 km) survey grids have been flown over 
the Greenland and Antarctic ice sheets, providing the 
basis for ice-volume estimates in table 6.1. Directly 
translated, the ice volumes in the Greenland and Ant-
arctic ice sheets are equivalent to 7.4 and 63.8 msl (me-
ters of global eustatic sea level equivalent), respectively. 
Eustatic sea level is defined as the mean height of the 
world’s oceans relative to the fixed surface of the geoid, 
assuming global ocean area is fixed.1 In reality, portions 
of the ice sheets are grounded below sea level, particu-
larly in West Antarctica, and the ice shelves are floating; 
if this ice were to melt, it would not contribute to global 
sea level rise. The actual global sea level rise associated 
with complete, instantaneous loss of all of the ice in 
Greenland and Antarctica would give a sea level rise of 
about 64 m: 7.2 msl from Greenland and 56.6 msl from 
Antarctica. 
	 This is approximate, as ocean basin area changes as a 
function of water volume. In addition, both the seafloor 
and the continents experience elastic and long-term vis-
cous (isostatic) responses to changes in water and ice 
loading. The subglacial bedrock in much of Greenland 
and Antarctica has been depressed by more than 1000 
m. Where the bed lies below sea level in Antarctica, re-
moval of the ice sheet would cause initial flooding of the 
area—essentially an expansion of the Southern Ocean. 
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Over centuries to millennia, isostatic relaxation would 
decrease the volume of the subglacial cavities and con-
tribute to additional sea level rise. 
	I nstantaneous removal of the part of the West Ant-
arctic ice sheet (WAIS) that is susceptible to marine ice-
sheet instabilities would give a global eustatic sea level 
rise of 3.2 m. Elastic rebound of the deglaciated WAIS 
bed would contribute an additional 0.06 msl, and the 
long-term (e.g. 10-kyr) isostatic adjustment gives a fur-
ther 0.4 msl. Large portions of Antarctica and Greenland 
are also grounded below sea level: 41% of the Antarctic 
ice sheet, including most of West Antarctica, and 22% of 
the Greenland ice sheet. Deglaciation of either ice mass 
would expose extensive marine basins. In East Antarc-
tica and Greenland, most of these would isostatically 
rebound to elevations above mean sea level over a tim-
escale of centuries to millennia. There are important re-
gional exceptions to this, where deep marine channels 
incise into the interior of each ice sheet. 
	O utside of Greenland and Antarctica, ice thickness 
measurements have been made on several dozen indi-
vidual valley glaciers and ice caps. The Icelandic ice caps, 
in particular, are exceptionally well mapped, but this is 
unusual; glacier volume is poorly known in most other 
regions. Several approaches have been applied to estima-
tion of ice thickness or volume based on other aspects 
of glacier geometry. Three common methods include 
(i)  estimation of ice thickness as a function of distance 
from the ice margin, based on ice rheology and including 
assumptions about the subglacial topography (e.g., a flat 
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or uniformly sloping bed), (ii) volume–area scaling, and 
(iii) estimates of local ice thickness from surface slope. 
	O f these methods, volume–area scaling is the most 
simple and popular method for estimation of glacier vol-
ume. Ice-volume data from approximately 100 glaciers 
around the world give the empirical relationship

V = cAg,	 (6.1)

where V(106 m3) is the volume and A(km2) the surface 
area of the glacier. The parameters c and g require re-
gional calibration, and it is also common to adopt differ-
ent values of the scaling parameters for different glacier 
sizes. Empirical data for the worldwide distribution of 
glaciers give the exponent g = 1.36. A power-law scaling 
relationship between glacier area and volume has also 
been theoretically derived, based on the rheologically 
determined surface profiles and aspect ratios of steady-
state valley glaciers and ice caps. This gives g = 1.375 for 
valley glaciers, and the classical parabolic geometry of 
ice caps corresponds with g = 1.25.
	 Volume–area scaling is believed to be generally applica-
ble to a large ensemble of glaciers. Individual glaciers can 
deviate by more than 50% from the aggregate relationship 
as a result of complex or deeply eroded bed topography, 
unusual ice flow regimes (e.g., extensive glacier sliding), 
or as a result of being far out of equilibrium. The relation-
ship is not intended to be used on individual glaciers.
	E stimates in table 6.1 for the volume of ice locked 
up in the world’s mountain glaciers and ice caps are 
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primarily based on volume–area scaling. Differences 
stem from contrasting assumptions about the scaling-
law coefficients, glacier size distributions, the distinction 
in form between glaciers and ice caps, and uncertainty 
in estimates of glacier area. Excluding the peripheral ice-
fields in Antarctica and Greenland, the estimates span 
a range from 51  103 to 164  103 km3, which translates 
to a eustatic sea level equivalent of 13–41 cm. There is 
an additional, poorly constrained area and volume of ice 
in the peripheral ice caps in Greenland and Antarctica; 
including the Antarctic Peninsula, this may amount to 
an additional 40–60 cm of global sea level equivalent. 
Combining the minimum and maximum estimates for 
different regions gives an estimated 56–97 cm of total 
eustatic sea level equivalent in global ice masses that are 
dynamically independent of the Greenland and Antarc-
tic ice sheets. 
	 As an alternative to volume–area scaling, first-order 
approximations of ice thickness can be made from the 
surface slope, based on the empirical observation that 
glacier ice has a gravitational driving (shear) stress, td , 
of about 100 kPa at the base. This is a result of ice rheol-
ogy once again; ice deforms through nonlinear viscous 
flow in a way that is predictable, with an effective viscos-
ity that allows glacial ice to support about this amount 
of shear stress. Glaciers thicken until they reach values 
close to this, and further thickening or steepening leads 
to increased ice flow, self-regulating to give td . 100 kPa. 
Taking advantage of this relationship, it is possible to es-
timate local ice thickness, H, through the equation
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,H g si

d

dρ
τ 	 (6.2)

where ri is the ice density, g is gravity, and ds is the 
surface slope. The relation is local by definition, and 
it breaks down when surface slopes become small (or 
zero), as occurs in the accumulation area of large ice-
fields and ice sheets. Average glacier slope is sometimes 
applied in this case. 
	 This relation provides rough estimates of ice thick-
ness, but there are large local and regional exceptions 
to the “100 kPa rule of thumb.” Steep, deep parts of 
Greenland’s Jakobshavn Isbrae ice stream, for instance, 
have shear stresses of 200–300 kPa. In contrast, the low-
sloping Siple Coast ice streams in West Antarctica oper-
ate at shear stresses of 20–40 kPa. In this situation, basal 
flow prevails over internal deformation of the ice, so 
(6.2) is not valid. Like volume–area scaling, then, infer-
ences from surface slope only provide a rough approxi-
mation of ice thickness. 
	 The fact that we only know the volume of the world’s 
mountain glaciers to a factor of two is humbling with re-
spect to our knowledge of the planet, but it also points to an 
obvious target for advances in Earth system observation. 

Glacier Mass Balance

Mass Balance Processes

Glaciers have relatively simple requirements to be vi-
able: snow accumulation must exceed ablation. Snow 
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accumulation occurs primarily as meteoric snowfall (de-
rived from atmospheric precipitation), but snow can also 
accumulate at a site through wind deposition or avalanch-
ing. Ablation refers to the loss of snow and ice through 
melting, sublimation, wind erosion, and calving, a process 
whereby slabs of ice at the glacier margin mechanically 
fracture and detach from the main ice mass. This is an ef-
fective ablation mechanism for glaciers and ice sheets that 
are in contact with the ocean, where iceberg calving re-
moves large amounts of ice. Most melting occurs at the 
glacier surface—the ice–atmosphere interface—but there 
is also melting internally (englacially), at the glacier bed 
(subglacially), and on vertical ice cliffs at the glacier mar-
gin, particularly where glaciers reach the sea and a large 
area of ice can be in contact with water. Melting only leads 
to ablation in the case where meltwater runs off and is re-
moved from the system; some surface meltwater in the 
upper regions of glaciers and ice sheets percolates into the 
snowpack or ponds at the surface, where it can refreeze. 
	 Glacier mass balance is a measure of the net accumu-
lation minus ablation over a specified time interval, typi-
cally 1 year:

B = Ac - Ab,	 (6.3)

where Ac and Ab denote accumulation and ablation. B 
represents the rate of change in mass or volume of an ice 
body (a glacier or ice sheet), with units kilograms per 
year or cubic meters per year. It is also common to see 
mass balance described at a point on the glacier, or aver-
aged over a glacier surface. Strictly speaking, this is the 
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surface mass balance, Bs, which includes snow accumula-
tion and melt but neglects basal and internal accumula-
tion and ablation, as well as mass loss associated with 
calving. For most mountain glaciers, surface mass bal-
ance dominates total glacier mass balance, so Bs . B. 
	 When defined at a point, surface mass balance is best 
expressed as a specific mass balance, which is a measure 
of the gain or loss of mass per unit area of the glacier,

bs = acs - abs.	  (6.4)

Here, acs and abs refer to the local snow accumulation 
and ablation (primarily melt) at the glacier surface, with 
units kilograms per square meter per year or meters 
water equivalent per year (m w.e. yr–1). This is tradition-
ally measured in glacier mass balance programs through 
stake and snowpit data. Snow density measurements are 
required to convert changes in snow-surface height to 
changes in mass. Averaged over the area of a glacier, this 
gives the mean specific surface mass balance, bs

r  = Bs/A, 
for glacier area A. This is a useful measure of the aver-
age rate of thinning or thickening of the ice mass. In the 
literature this is often referred to as the net mass balance, 
bn, but it is only a measure of surface mass balance, not 
the total glacier mass balance. 
	 Given several years of positive mass balance, snow is 
buried, compressed, and transformed to firn and then 
glacial ice. Glacier dynamics transports ice from areas 
of net accumulation to low elevations, bringing peren-
nial ice to places where local climate is too warm or dry 
to support glacier cover otherwise. This lower part of a 
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glacier, known as the ablation area (figure 6.2), is charac-
terized by bare ice at the end of the melt season. Figure 
6.1c provides a good example. Above this lies the accu-
mulation area. The line separating the two is called the 
equilibrium line altitude (ELA), although this terminol-
ogy is misleading. It is really the end-of-summer snow-
line, the elevation at which snow accumulation balances 
ablation in a given year, and it does not speak to the state 
of equilibrium of a particular glacier. For a given glacier, 
however, there is a unique value of the end-of-summer 
snowline, ELA0, which corresponds with a net annual 
mass balance of zero. A glacier will evolve into a state of 
equilibrium if the condition ELA = ELA0 is sustained for 
many decades.
	 Glacier mass balance processes differ in tropical, mid-
latitude, and polar regions. It is not possible to give a 
comprehensive account here, but it is a reasonable gener-
alization to say that the mass balance of most mountain 

bs = 0

z = s

bs > 0

bs < 0

Glacier bed

Ablation area

Accumulation area

Figure 6.2. Schematic of a valley glacier, indicating the accu-
mulation and ablation areas and the end-of-summer snowline, 
generally called the equilibrium line altitude (ELA). bs refers to 
the annual surface mass balance (accumulation – ablation).
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glaciers is governed by the surface mass balance (snow-
fall vs. surface melt), whereas other forms of ablation can 
be dominant in polar regions. Surface melting accounts 
for about 50% of the annual ablation in Greenland. Calv-
ing of icebergs to the ocean—“dynamical discharge”—is 
also important in Greenland, where it accounts for 40% 
to 50% of Greenland’s annual mass loss. The remaining 
ice loss is associated with melting at the ice–ocean in-
terface. Almost all of the ablation in Antarctica occurs 
through calving of icebergs at marine margins and basal 
melting in ice shelves and floating ice tongues. West Ant-
arctica has major ice shelves in the Ross Sea and Weddell 
Sea (figure 6.1d), as well as active floating glacier outlets 
in the Amundsen Sea, making the WAIS exceptionally 
sensitive to marine influences.

Climate Sensitivity

Because most of the world’s glaciers have been out of equi-
librium since the peak of the Little Ice Age in the late 1800s, 
it is now common to find relict glacial ice in places where 
the climate once supported glacier growth, but it has now 
become too warm. In these cases, glacier ice is no longer 
nourished through net snow accumulation or ice trans-
port. This anomalous ice is slowly melting away, but it can 
remain on the landscape for decades or centuries while this 
occurs, particularly if it is insulated by a thick debris cover.
	 There is no simple “threshold temperature” for a gla-
cier to be viable. A mean annual temperature below 0°C 
is not a necessary or sufficient condition for glacier ice to 
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exist. Valley and outlet glaciers that are in contact with 
the ocean, known as tidewater glaciers, are vivid examples 
of this. Because ice flow delivers ice to low elevations, 
glaciers can extend to sea level environments where 
mean annual temperatures are several degrees above 
0°C. Although most glaciers do not reach the ocean, this 
feature is intrinsic to mountain glaciers; glacier ice in the 
ablation area can extend to relatively mild environments, 
particularly where there is ample snowfall. 
	I t is common to distinguish between maritime gla-
ciers, which live in mild, wet climates, and continental 
glaciers, characterized by cool, dry conditions and low 
mass turnover. Interannual variability in glacier mass bal-
ance is sensitive to both annual precipitation and melt-
season temperature, but the latter is the stronger control 
in most settings, particularly for continental glaciers. For 
instance, in the Canadian Rockies it requires an increase 
in snow accumulation of about 70% to offset a warming 
of 1°C. The climatic sensitivity of glaciers differs in mari-
time environments such as New Zealand, Svalbard, and 
Norway, where snow accumulation increases of 20% to 
30% are needed to offset a warming of 1°C.
	 Fluctuations in mountain glaciers are not perfectly 
synchronous in different regions, due to differing re-
gional patterns of precipitation and temperature vari-
ability. As an example, increases in precipitation in 
northwestern Europe during the positive phase of the 
North Atlantic Oscillation (NAO) deliver extra snowfall 
to coastal Norway, promoting a more positive mass bal-
ance. This is usually accompanied by reduced moisture 
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delivery to southern Europe. As another example from 
western North America, El Niño–Southern Oscillation 
(ENSO) causes opposite mass balance anomalies in mid-
latitudes (i.e., the Cascade Range and Coast Ranges of 
Washington State and British Columbia) and the sub
polar latitudes of coastal Alaska. 
	 There are also local-scale (i.e. individual glacier) dif-
ferences within a region due to the specific topographic 
setting of a glacier, the way in which this influences local 
climate conditions (e.g. topographic shading, wind redis-
tribution), and the dynamics of a particular ice mass. Bed-
rock and glacier hypsometry influence the extent of an ice 
mass that is affected by a shift in the ELA. This, the general 
mass balance regime, and the overall glacier size affect the 
response time of a glacier to a mass balance perturbation.
	 Several concepts have been introduced to describe 
glacier response to climate change. Glacier reaction time 
refers to the time delay between a climatic forcing, such 
as years of positive or negative mass balance, and the 
ensuing response of the glacier terminus: ice-margin 
advance or retreat. In mountain glaciers, terminus posi-
tions react to mass balance perturbations that are main-
tained for several years, with typical time lags of about 
10 years. This can be quantified by looking at the lagged 
correlation between annual time series of glacier length 
and surface mass balance. 
	 The concept is useful but it is poorly defined, because a 
given glacier may be in a state of advance or retreat at the 
time when a particular climate perturbation occurs, with 
a different reaction time expected in each case. A glacier’s 
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reaction to changes in temperature or precipitation may 
also vary, as these impact the glacier differently (i.e., in 
the ablation vs. accumulation area). The timescale for the 
dynamical propagation of these changes to the ice front 
depend on the nature of the climate perturbation, the gla-
cier length, and the flow speed. Further, fluctuations of 
the terminus (glacier length) can also occur as a result of 
variability in ice dynamics. Glaciers may speed up in re-
sponse to increases in meltwater or other environmental 
influences. Some glaciers undergo cycles of advance and 
retreat that are driven by internal dynamical cycles rather 
than climatic forcing (e.g., surging behavior or tidewater 
instabilities). This can lead to anomalous rates of either 
advance or retreat that are not synchronized with atmo-
spheric forcing, so fluctuations in surge-type and tidewa-
ter glaciers need to be interpreted with care. These glaciers 
are still subject to long-term climatic control, but dynami-
cal excursions are superimposed on climatic adjustments. 
	 Glacier response time offers an alternative measure. It 
is better defined than reaction time, but it is a theoretical 
construct. It is defined as the e-folding time2 for a glacier 
that is in equilibrium to come to a new state of equilib-
rium following a step perturbation to climate or mass bal-
ance. This is a more intrinsic measure of a given glacier’s 
dynamical response time to climate forcing and should 
be repeatable or predicable for a given glacier geometry, 
flow characteristics, and mass balance regime. It is simple 
to calculate in a model but is difficult to measure or cal-
culate from field observations, as real glaciers are rarely 
in a state of equilibrium. It nevertheless provides some 
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insight into the timescale of glacier response to climate 
change, which turns out to be of the order several decades 
for most mountain glaciers. This means that most glaciers 
no longer have a strong memory of the Little Ice Age, but 
they are still responding to climate conditions from the 
second half of the 20th century. In contrast, large ice caps 
and ice sheets have response times of centuries to millen-
nia. In Greenland and Antarctica, part of the present-day 
ice sheet evolution consists of “secular trends” related to 
the deglaciation from the last glacial maximum, which 
began about 20,000 years ago.

Glacier Dynamics

Glaciers flow through three different mechanisms: in-
ternal “creep” deformation, decoupled sliding at the ice–
bed interface, and deformation of subglacial sediments 
(figure 6.3). The former is a function of ice rheology and 
the stress regime in the ice, and the latter two mecha-
nisms are governed by conditions at the base of the gla-
cier. These processes are described in more detail below. 

Governing Equations for Glacier Dynamics

Similar to models of atmosphere, ocean, and sea-ice dy-
namics, the flow of glaciers and ice sheets is mathemati-
cally described from the equations for the conservation 
of mass, momentum, and energy. For a point on the gla-
cier with ice thickness H, the vertically integrated form 
of the conservation of mass is 
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( ) ,t
H uH bs$
2
2

d +r 	 (6.5)

where ū is the average horizontal velocity in the verti-
cally integrated ice column, and bs is the specific mass 
balance rate at a point. The first term on the right-hand 
side describes the horizontal divergence of ice flux, and 
the second term describes the net local source or sink 
of mass associated with accumulation and ablation. The 
vertically averaged velocity includes ice flow due to both 
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ub

ub

ud(z)

z = s

z = b

Decoupled sliding

Ice

Deforming sediments
Consolidated sediments/rock

Figure 6.3. Schematic of glacier flow mechanisms. The surface 
velocity us = ub + ud (s). Basal velocity is the sum of deformation of 
underlying sediments and decoupled sliding at the ice–bed interface. 
Where ice is moving at the bed, these two processes can operate to-
gether (lower image), or only one of them may be active. High water 
pressure facilitates both processes.
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internal deformation and basal flow: ū = ūd + ub. Gla-
cial ice moves slowly, so a year is typically adopted as 
the most convenient unit of time; hence, ice velocities 
are reported in units meters per year, and bs in (6.5) is 
expressed as meters per year of ice-equivalent gain or 
loss of mass. 
	 The main challenge in modeling glaciers and ice sheets 
is evaluation of the velocity field. Acceleration and inertial 
terms are negligible in glacier flow, so the Navier–Stokes 
equations that describe conservation of momentum re-
duce to a case of Stokes flow, where gravitational stress is 
balanced by internal deformation in the ice:

.gi$d σ ρ 	 (6.6)

Here, s is the ice stress tensor, ri is ice density, and g is 
the gravitational acceleration. Several texts present de-
tailed derivation of this full system of equations and their 
solution. 
	 As for sea ice, a constitutive relation is needed to ex-
press internal stresses in terms of strain rates in the ice. 
ds can then be rewritten as a function of the three-
dimensional (3D) ice velocity field, providing a frame-
work to solve for ū and integrate Eq. (6.5) to model the 
evolution of glacier geometry in response to variations 
in ice dynamics or climate. Because the timescales and 
stress regimes in glaciers and ice sheets are different from 
those in sea ice, the mechanical properties and modes of 
deformation of interest are distinct from those discussed 
in chapter 5. The next section describes the constitutive 
relation that is most commonly used in glacier modeling. 
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	I ce rheology is strongly temperature dependent, so an 
additional equation is needed to solve for the 3D tempera-
ture distribution. The local energy balance gives the gov-
erning equation for temperature evolution in the ice sheet,

.c t
T c v T z k z

T
i i i i i$

2
2

d
2
2

2
2

ϑ+ρ ρ d n 	 (6.7)

Here, v is the 3D velocity vector, ci and ki are the heat 
capacity and thermal conductivity of ice, and J repre-
sents strain heat production due to deformational work, 

ij ijϑ ε=σ o , where eo  is the strain rate tensor. This is the 
same form as the general equation governing the inter-
nal temperature evolution of snow or sea ice (Eq. 3.5), 
with the addition of an advection term that accounts for 
heat transfer due to movement of the glacier ice. The ad-
vection term includes both horizontal and vertical flow, 
which are of comparable magnitude for heat advection 
in glaciers. Only the vertical component of diffusive heat 
transport is retained in (6.7), because vertical gradients 
in temperature are much larger than horizontal tempera-
ture gradients in glaciers and ice sheets. The solution to 
(6.7) is subject to prescription of air temperature on the 
upper boundary (the glacier surface) and geothermal or 
ocean heat flux at the base of the ice. 
	 Glaciers in mild environments are isothermal or tem-
perate; summer temperatures and the latent heat release 
from refrozen meltwater are high enough to give a mean 
annual surface temperature of 0°C. A winter cold layer 
may penetrate the upper ~10 m of the glacier, but the 
underlying ice is at the pressure melting point, Tpmp = 
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–bH, where b = 8.7  10–4 K m–1 in glacier ice (see chap-
ter 2). Impurities can further lower the melting-point 
temperature. Unless a glacier is very thin, the bed is in-
sulated from the air temperatures, and geothermal heat 
flux provides a source of heat energy that warms the 
base of the ice. 
	C old or polythermal glaciers are found in sub-Arctic, 
Arctic, or high-elevation environments where the mean 
annual air temperature is far below freezing. These ice 
masses may be frozen to the bed or they may be warm-
based (at the melting point). Many polar icefields, includ-
ing the Greenland and Antarctic ice sheets, have mixed 
conditions: regions where ice is frozen to the bed and re-
gions where ice is warm-based, with cold ice above (e.g., 
figure 6.4). Much of Antarctica is warm-based because 
the ice is extremely thick and has been there a long time, 
which has allowed the slow trickle of geothermal heat 
hundreds of millennia to warm things up. Once warmed 
to the melting point, additional heat input generates 
basal meltwater, which has ponded in parts of Antarctica 
to give large subglacial lake basins. 
	 Péclet numbers in polythermal glaciers and ice sheets 
are of order 1; advection and vertical diffusion are similar 
in magnitude. This gives an interesting thermal structure 
where the upper half of a glacier or ice sheet is typically 
cold, strongly influenced by diffusion and vertical advec-
tion of surface conditions (mean annual air temperature). 
At the ice divide in ice caps and ice sheets, advection to-
ward the bed—“downwelling”—gives colder tempera-
tures throughout the ice column; central Greenland is 
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Figure 6.4. Variation of (a) internal temperature and (b) effective 
viscosity with depth at points along (c) an E–W transect through 
the Greenland ice sheet at 72.6° N. The heavy solid lines are at the 
ice divide [Greenland Ice Core Project (GRIP) ice core location, 
38.6° W], thin solid lines are along the western flank (45° W), heavy 
dashed lines are near the western margin (52.2° W), and thin dotted 
lines are near the eastern margin (28.2° W). Locations along the ice-
sheet transect are indicated in (c).
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cold-based for this reason (figure 6.4). Horizontal ad-
vection of this “cold plume” is evident on the flanks and 
margins of the ice sheet, where a cold tongue of ice can 
be sandwiched between warmer ice both above (from 
warmer atmospheric conditions) and below. Near the ice 
sheet margins, high rates of shear deformation produce 
strain heating that supplements geothermal fluxes. This 
is effective in warming the ice near the bed. Rates of ice 
flow and the thermal diffusivity of ice make heat transfer 
in glaciers and ice sheets a slow process. It takes decades 
for a change in temperature in the atmosphere to pen-
etrate to the base of a glacier, and tens of thousands of 
years in an ice sheet. 
	 Given a 3D temperature distribution through the ice 
sheet, the effective rheology of the ice can be evaluated 
and the velocity field can be numerically determined. 
Knowledge of the temperature field is also essential to 
assessing whether the base of an ice mass is at the pres-
sure melting point or not; if so, liquid water can be pres-
ent at the bed, and the glacier or ice sheet is subject to 
basal flow.

Internal Deformation

To solve the momentum balance, ice sheet stresses need 
to be expressed as velocity fields, via a constitutive rela-
tion for ice. The rheology of polycrystalline glacier ice is 
well studied in laboratory and field environments, which 
reveal that ice deforms as a nonlinear viscous fluid. The 
original form of the flow law, proposed by John Glen 
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and John Nye in the 1950s, is broadly supported by field 
studies of tunnel and borehole deformation, as well as 
observations and modeling of large-scale ice motion. 
This constitutive relation is known as Glen’s flow law: 

( , ) ,f Tij ij ijε σ σ= l lo 	 (6.8)

where ijeo  is the strain rate, T is ice temperature, and ijsl  is 
the deviatoric stress tensor in the ice. The flow law is an 
empirical relation rather than a physical law, à la New-
ton, but it is rooted in the theoretical assumption that 
strain rates in ice should be a function of the stress tensor 
and its invariants. The deviatoric stress is used in (6.8) 
due to the observation that ice deformation is indepen-
dent of confining pressure (normal stresses). 
	 For a linear (Newtonian) fluid, 

( ) 1/ ( ),f T Tµ 	 (6.9)

for the viscosity m. In glacier ice, the effective viscosity, 
meff , is represented as a function of the second invariant 
of the deviatoric stress tensor, ( ) /2/

2
1 2

ij jiΣ = σ σl l l ,

( , ) 1/ ( ) .f T B T ( )n
2

1
ij effσ µ Σ= = -l l 	 (6.10)

B(T) is an “ice softness” term that follows an Arrhenius 
temperature dependence,

( ) .expB T B RT
Q

0= −d n 	 (6.11)

B0 is called the Glen flow-law parameter, R is a constant, 
and Q is the creep activation energy. Ice deformation is 
typically modeled as an n = 3 process, giving
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( ) .B T 2
2

ij ijε σΣl lo 	 (6.12)

This formulation is an isotropic flow law that allows the 
first-order effects of ice temperature and deviatoric stress 
regime to be incorporated in estimates of ice deforma-
tion. Where shear stress and shear deformation are dom-
inant, as is often the case, this is well approximated by

( ) .B Txz xz
3ε σlo 	 (6.13)

	 Glen’s flow law is for pure, isotropic ice. There are nu-
merous other complicating factors for ice deformation, 
such as anisotropic ice fabric, the potential impact of 
grain size, and the presence of impurities and intergran-
ular liquid water content. These effects are not explicitly 
resolved in ice sheet models, so the flow rate parameter, 
B0, is typically tuned to approximate the bulk effects of 
crystal fabric, grain size, and impurity content. 
	E ven without this level of detail or complexity in mod-
eling ice rheology, there is tremendous variability in the 
effective viscosity of ice associated with the range of ice 
temperatures and stress regimes found in Earth’s glaciers 
and ice sheets. Figure 6.4b plots the effective viscosity 
variation with depth at sample location in the Greenland 
ice sheet, as calculated from (6.10).
	 The strain rates in (6.12) or (6.13) can be expressed as 
velocity gradients and then vertically integrated or in-
verted and substituted into the momentum balance (6.6) 
to give a set of equations for the horizontal ice velocity. 
Various numerical solutions to these equations have 
been adopted in glacier and ice sheet modeling.
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Basal Flow

In addition to the internal deformation described above, 
ice can flow at the base where the bed is at the pressure 
melting point, through some combination of subglacial 
sediment deformation and decoupled sliding over the 
bed. Large-scale basal flow generally requires pressur-
ized subglacial meltwater, which can lubricate the bed, 
float the ice, or weaken subglacial sediments. Subglacial 
hydrology plays a pivotal role in fast-flowing glaciers and 
ice streams. High subglacial water pressures can decou-
ple the ice from the bed by reducing or eliminating basal 
friction. On local scales this may not entice a significant 
ice-dynamical response, as resistive stresses can be taken 
up at adjacent well-coupled regions of the bed, by side 
drag from valley walls or adjacent ice, or by longitudinal 
stress bridging (upstream and downstream resistance to 
flow). However, numerous observational studies report 
occasions where inputs of surface meltwater to the bed 
overwhelm these resistive stresses and produce localized 
speedups in both valley glaciers and polar icefields. 
	 For large-scale ice stream flow or surging of outlet gla-
ciers, subglacial water must occupy a significant portion 
of the glacier bed, at pressures that are sufficient to drown 
geologic and topographic pinning points. In this situation, 
widespread ice–bed decoupling can permit high rates of 
basal flow (hundreds to thousands of meters per year) and 
a regime in which ice fluxes are dominated by basal flow. 
In glaciers that exhibit high rates of basal flow, there is 
uncertainty about the relative importance of sliding along 
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the ice–bed interface versus deformation of the underly-
ing glacial sediments. High subglacial water pressures are 
conducive to both processes. Fast flow in West Antarc-
tica’s Siple Coast ice streams appears to be associated with 
plastic failure of a thin layer of saturated marine sedi-
ment, and similar processes are expected to be important 
wherever subglacial sediments and topographic features 
offer a relatively smooth, low-friction substrate. Such flow 
also appears to have been important in the Quaternary ice 
sheets in North America and Europe.
	 Glacier models make some allowance for basal flow, 
usually through a local sliding “law” relating basal flow, 
ub, to gravitational shear stress at the bed, raised to some 
power m: ub ? td

m. Models are oversimplified though, 
often “switching on” basal motion wherever the glacier 
bed is at the pressure melting point. This is a necessary but 
not sufficient condition for large-scale basal flow; many 
ice masses in the world are isothermal or warm-based but 
do not experience significant basal motion. In these cases, 
the glacier may be well drained or the bedrock geology 
and topography offer too much frictional resistance. 
	 The effects of subglacial water pressure on basal flow 
have been introduced in some modeling studies, typically 
through the effective pressure pe. This is the difference 
between glaciostatic (ice) pressure and subglacial water 
pressure: pe = pi - pw. An effective pressure of zero indi-
cates that ice is floating, so low or negative effective pres-
sures promote ice–bed decoupling and enhanced basal 
flow. Although it is safe to assume that ub ? pe

–k, for some 
unknown power k, there is likely no generalized local 
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relationship between ub and pe; actual basal flow is affected 
by regional-scale ice dynamics, not just local conditions. 
	 A prescription of the form ub = Atd

m/pe
k is unstable as 

this blows up as pe " 0. Local flotation is commonly ob-
served in nature, however; for instance, boreholes drilled 
to the glacier bed can be artesian, creating fountains of 
water at the glacier surface once the borehole connects 
with the subglacial water system. Hence pe   0 is a physi-
cally acceptable possibility. The mathematical instability 
is simply a failure of the local form of the basal flow law. 
An alternative is to introduce a parameterization in terms 
of the flotation fraction pw /pi, with ub = 0 when pw = 0 
and basal flow increasing with pw/pi. The local expression 
ub = Atd

mf(pw /pi) can represent this. However, basal flow 
observations are notoriously difficult to make so there 
is no clear recommendation as to the functional form of 
f(pw /pi). Hydrological enabling of basal flow is a nonlin-
ear, threshold process. Furthermore, basal flow is not an 
intrinsically local process, but arises in association with re-
gional stress balance (e.g., longitudinal stresses that propa-
gate upstream from the calving face of a tidewater glacier). 

General Discussion of Glacier Dynamics

The equations of motion describe a nonlinear viscous fluid 
with an effective viscosity that is intermediate between 
that of liquid water and that which characterizes Earth’s 
mantle; ice deforms slowly, but measurably. Where there is 
basal friction, vertical shear deformation is the dominant 
type of strain in glaciers and ice sheets. One implication 
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of the nonlinear flow law is that the bulk of the shear de-
formation is concentrated near the bed. Another conse-
quence is that the surface velocity (or column-integrated 
ice velocity) associated with shear flow is a highly non-
linear function of ice thickness and gravitational driving 
stress (surface slope): u H s4 3

d d?r . The thermal struc-
ture of glaciers reinforces this and can provide a positive 
feedback on shear deformation, as strain heating warms 
and softens the ice near the bed. In some cases (e.g., Ja-
kobshavn Isbrae), this creates the development of a thick, 
strongly deforming temperate layer in the basal ice. Stiff, 
brittle surface ice that is –40°C can overlie a 1000-m-thick 
layer of relatively ductile ice at the pressure melting point. 
	I n floating ice, where basal shear stress vanishes, ice 
deforms through longitudinal spreading, with essentially 
a free-slip condition at the base because the underlying 
water offers little frictional resistance. This flow is resisted 
by longitudinal stresses in the ice and, in most situations, 
horizontal shear stresses (“side drag”) from the walls of 
a fjord or embayment. These additional stresses are also 
active in the inland part of ice sheets, where deformation 
is dominated by vertical shear flow, but are often second-
ary in this setting. Where ice–bed coupling is weak, as 
occurs in many ice streams, longitudinal and horizontal 
shear stresses assume an important role. They are also 
important in regions of complex ice dynamics, such as 
near the grounding line (the transition from grounded to 
floating ice), at ice divides, and in valley glaciers, where 
velocity and thickness gradients are steep and side drag 
from valley walls is significant.
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	 Surface velocities of tens of meters per year are typi-
cal of the interior regions of the polar ice sheets and in 
most alpine glaciers. Thick outlet glaciers in steep valleys 
experience flow rates of 100 m yr–1 or more via internal 
(vertical shear) deformation. Basal motion is usually at 
play wherever glaciers and ice sheets have higher flow 
rates than this, such as Antarctic ice streams and in gla-
cier surges. The main exceptions to this are for floating 
glaciers and in outlet glaciers that occupy deep fjords. 
Spreading flow rates in floating glaciers and ice shelves 
are often hundreds of meters per year. Where grounded 
glaciers discharge through fjords, as occurs in major 
outlet glaciers of the Greenland ice sheet, deep channels 
have been carved by glacial erosion, giving glaciers that 
are exceptionally thick and steep. This promotes high 
rates of internal deformation and surface velocities that 
reach thousands of meters per year. 
	 Most of these fast-flow situations are problematic 
for glaciological models. The physical controls of basal 
flow are not well understood or parameterized, and 
deep, narrow fjord environments are poorly resolved in 
continental-scale models, which typically operate at spa-
tial resolutions of 10–50 km. This is a pressing challenge 
for ice sheet models that aim to describe interannual- 
and decadal-scale variability in outlet glacier dynamics 
and iceberg discharge (and the associated sea level rise) 
in Greenland and Antarctica. It also means that some 
important mechanisms of temporal variability, such as 
glacier surge cycles, rarely arise naturally in glacier and 
ice sheet models. 
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Summary

One of the wondrous paradoxes of the global cryosphere 
is that feather-like snowflakes can come together over 
time to build landscape features as dramatic and mas-
sive as the Antarctic ice sheet. Glaciers and ice sheets are 
a merger of meteorology and geology: a creation of the 
atmosphere that takes on a solid permanence on times-
cales of centuries to millions of years. One of the unset-
tling aspects of recent climate change is the evidence that 
mountain glaciers and polar ice sheets may not be as per-
manent and ponderous as previously thought. Through 
atmospheric and oceanic forcing on glacier mass bal-
ance, surface meltwater effects on glacier dynamics, and 
positive feedbacks involved in both mass balance and 
ice-dynamical processes, glaciers and ice sheets can be 
surprisingly responsive to climate variability. 
	I  have dedicated extra pages to the discussion of gla-
cier and ice sheet dynamics, as this is a rich topic that still 
begs greater understanding with respect to Earth’s cli-
mate system. The research community is in early stages 
in its representation of glaciers and ice sheets in climate 
models, but there is increasing awareness that this ele-
ment of the global cryosphere has an important role to 
play in future changes in climate and sea level. I elabo-
rate on this important topic in chapters 8 and 9, with an 
overview of the role that ice sheets have played in climate 
dynamics throughout Earth history.



 

7  P ermafrost

In the bleak midwinter  
Frosty wind made moan,  
Earth stood hard as iron,  

Water like a stone 
—Christina Rossetti,  

“In the Bleak Midwinter”

Permafrost is hidden beneath the surface and 
less in the public consciousness than sea ice, glaciers, 
and ice sheets, but it directly affects human and biologi-
cal systems that live with it. Permafrost can be hundreds 
of meters thick and tens to hundreds of millennia in 
age, with a geologic intransience but recent changes that 
remind us that it is not so permanent a feature of the 
landscape as it seems. Timescales of thermal diffusion in 
permafrost mean that surface temperature changes take 
a long time to propagate to depth, similar to glaciers. 
Seasonally frozen ground and the upper layers of perma-
frost do respond to seasonal and short-term climate and 
land-use fluctuations, however, so permafrost processes 
have major effects on the infrastructure, hydrology, ecol-
ogy, and carbon cycle of northern high latitudes. This 
chapter gives a brief overview of permafrost. 
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Permafrost Geography

Permafrost is perennially frozen ground. More specifi-
cally, the International Permafrost Association defines 
permafrost as ground that maintains a temperature 
at or below 0°C for at least 2 years. Frozen water need 
not be present for soils or rocks to meet this definition. 
For practical (engineering) purposes and in the context 
of cryospheric science, however, it is the ice content of 
permafrost that is of interest. This requires slight modi-
fications to the formal definition, as we are primarily 
concerned with whether or not water in the pore space 
of soils and rock will be in the liquid or solid phase. This 
depends on the local pressure melting point and the sa-
linity of the pore fluid. As discussed in chapter 2, over-
burden pressure depresses the freezing point of pure 
water by 0.074°C MPa–1, giving a freezing point of about 
–2°C under 1 km of sediments. 
	I n marine environments, pressure melting point and 
salinity effects are both relevant. The latter dominate on 
continental shelves, where typical ocean salinities give a 
freezing point of –1.8°C. Marine sediments with seawa-
ter in the pore space need to dip below this temperature 
to create permafrost. In deep waters (most of the world’s 
oceans), pressure effects require temperatures below –3°C 
to support permafrost. Water temperatures this cold are 
not found in the modern ocean, so marine permafrost is 
only viable in cold, continental shelf environments. These 
are found in high-latitude continental shelves that were 
exposed to the atmosphere due to lower sea levels during 
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the Pleistocene glaciations. Once frozen, salt rejection 
creates low-salinity ice in the sediments, with a melting 
point closer to 0°C; this helps to preserve frozen ground 
on continental shelves of the Arctic basin, as they typi-
cally see ocean temperatures below this. 
	 About 58% of the Northern Hemisphere land mass, 
an area of 55  106 km2, experiences seasonally frozen 
ground. This thaws in the spring and summer in much 
of this area, but perennially frozen ground—perma-
frost—covers 23  106 km2, or about 24% of the land in 
the Northern Hemisphere. Almost half of this is present 
as continuous permafrost in the high latitudes of Rus-
sia, Canada, and Alaska (figure 7.1), defined as areas with 
permafrost covering more than 90% of the landscape. 
South of this one encounters zones of discontinuous 
(50% to 90%) and sporadic (<50%) permafrost. Pock-
ets of alpine permafrost are also present in most moun-
tain ranges, and additional, generally unmapped areas of 
perennially frozen ground occur under glaciers and ice 
sheets at high latitudes. 
	 Permafrost is rare in the Southern Hemisphere, be-
cause the only place sufficiently cold—Antarctica—is 
mostly ice covered. About 0.3% of Antarctica is free of 
glacial cover, much of this in the Dry Valleys. This entire 
area contains permafrost. An unknown but potentially 
large area of frozen ground underlies cold-based sectors 
of the Antarctic ice sheet. Permafrost is also found on the 
Antarctic islands and at high elevations in the Andes.
	 An additional, poorly mapped area of permafrost re-
sides in shallow marine shelf environments. Much of this 
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Figure 7.1. Permafrost distribution in the northern hemisphere, based on the data compila-
tion by Brown et al. (1998, updated 2001), available from the U.S. National Snow and Ice 
Data Center.
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formed during the Pleistocene glaciations, when global sea 
level was drawn down more than 100 m due to the buildup 
of ice sheets on land. This exposed large areas of continen-
tal shelf around the world, and permafrost had thousands 
of years to develop in these exposed-shelf environments 
fringing the Arctic Ocean, such as the Bering Sea. 
	 Much of the Earth’s frozen ground formed during the 
Quaternary glacial periods and has persisted to this day. 
Relict permafrost features can be found at lower latitudes 
and in mountain regions, where a relatively thin layer of 
frozen ground developed at these locations during the 
glaciation but has since thawed. This helps to demarcate 
the proglacial zone of the last great ice sheets.
	 Subsea permafrost is more than 100 m thick in places. 
In general, permafrost thickness ranges from decime-
ters to more than 1000 m, with the deepest permafrost 
found in parts of Siberia, Alaska, and northwestern Can-
ada that eluded glacier ice for much of the last glacia-
tion. The greatest known depth of permafrost is 1500 m, 
found near the Lena River in Siberia. Where ice sheets 
persisted for extended periods they insulated the ground 
from cold air temperatures, moderating the mean an-
nual temperature and limiting permafrost growth. 

Permafrost Thermodynamics

Like lake, river, and sea ice, permafrost forms due to 
subzero surface temperatures that induce freezing from 
above. Surface tension effects retain some liquid water 
content to low temperatures (–10°C or less), particularly 
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in fine sediments such as clays and silts. However, the 
0°C isotherm in the ground generally represents the 
freezing front: the depth at which the phase change 
begins and ice can be found in the soil or rock matrix. 
Seasonal ground frost is widespread in midlatitudes and 
high latitudes, penetrating to a depth of a few decime-
ters. Where temperatures are warm enough, this frost re-
cedes each spring or summer. In places where the mean 
annual surface temperature is below 0°C and seasonal 
frost survives the summer thaw, the freezing front in the 
ground propagates to depth through thermal diffusion. 
	 The resulting temperature gradient in the ground is 
typically negative: Temperature increases with depth, 
and there is an upward-directed conductive heat flux out 
of the ground. This cooling effect at the base of the per-
mafrost is opposed by geothermal heat flux, as well as 
other potential heat sources at depth (e.g., heat advection 
through water transport). Where upward heat conduc-
tion exceeds the geothermal heat flux at the base of the 
permafrost, there will be permafrost growth, or aggra-
dation, at the base. When the permafrost begins to melt 
from above, surface temperatures warm, temperature 
gradients in the ground lessen (or the ground can be-
come isothermal, at the pressure melting point), and the 
conductive heat flux in the permafrost is reduced. Geo-
thermal heat flux then drives melting, or degradation: 
thinning from below. Because this is a diffusive process 
through frozen ground that can be hundreds of meters 
thick, permafrost growth and decay have very long time
scales: decades to tens of thousands of years. This can 
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be quite well described through one-dimensional (1D) 
thermal diffusion in many settings.
	O ther influences on the energy balance such as heat 
advection from water transport and the warming effects 
of water bodies (lakes, marine environments) can be lo-
cally important in causing lateral variability in perma-
frost thickness. Thawed ground adjacent to a river or lake 
is known as a talik. The hydraulic permeability of frozen 
ground is low, so movement of water usually occurs in 

Table 7.1
Typical Thermal Properties of Common Near-Surface Geologic 
Materials

Soil or	 Density	 k	 c	  
Rock Type	 (kg m–3)	 (W m–1 °C–1)	 (J kg–1 °C−1)	 (106 m2 s–1)

Ice	 917	 2.1	 2090	 1.11
Fresh snow	 200	 0.08	 1880	 0.22
Settled snow	 300	 0.21	 1880	 0.37
Water	 1000	 0.54	 4184	 0.13
Air	 1.2	 0.025	 1010	 20.63
Quartz	 2660	 8.8	 800	 4.14
Clay minerals	 2650	 2.92	 900	 1.22
Silt	 1600	 2.51	 1297	 1.21
Organic material	 1300	 0.25	 1920	 0.10
Clay soil, q = 0.2	 1800	 1.18	 1250	 0.52
Sandy soil, q = 0.2	 1800	 1.8	 1180	 0.85
Peat soil, q = 0.4	 700	 0.29	 3300	 0.13
Icy peat	 900	 2.09	 1670	 1.39
Gravel	 2000	 1.26	 750	 0.83
Granite	 2700	 2.51	 795	 1.17

Note: k, c, and k are the thermal conductivity, specific heat capacity, and 
thermal diffusivity, respectively, and q is the liquid water content.
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unfrozen ground beside and below the permafrost or in 
fractures that can be produced by thermal contraction or 
desiccation of the ground. 
	 Growth of permafrost occurs through freezing of in-
terstitial water at the freezing front. Low capillary and 
vapor pressures can lead to migration of water and water 
vapor to the freezing front, and this promotes the growth 
of massive ice: ice lenses that are millimeters to decime-
ters thick. These produce frost heave and unusually high 
ground ice content, so upon melting they lead to large-
scale ground subsidence. 
	 The geologic material plays a large role in the response 
time and depth of permafrost, mostly through controls 
on the liquid water content. Table 7.1 lists the thermal 
properties of some common soils and rocks in perma-
frost terrain. Porous, saturated materials with high water 
content have a high effective heat capacity, due to the la-
tent energy associated with the advance or retreat of the 
freezing front. Crystalline rock is at the other end of the 
spectrum, with high thermal conductivity and a mini-
mal amount of free water in cracks and fractures. 
	T o model thermal diffusion in permafrost, it is com-
mon to treat the ground as a saturated matrix of soil, 
rock, or sediment with ice or water in the pore space, 
as relevant. For porosity q and a matrix density rr with 
ice-filled pores, the bulk density is rb = (1 - q) rr + qri. 
This framework can also be applied where there is mas-
sive ice, which does not occupy the pore space proper, 
with q denoting the mass fraction of the ice content in 
the substrate. Other bulk thermodynamic properties 
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(conductivity, heat capacity) can be calculated accord-
ingly, although it is common and physically better justi-
fied to calculate the bulk thermal conductivity through a 
harmonic weighted average. The equation governing 1D 
thermal diffusion in the ground is then of the same form 
as (3.5), but using bulk thermal properties,
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with upper surface temperature prescribed as a bound-
ary condition. A second equation is needed to model the 
movement of the freezing front. Similar to the growth of 
sea or lake ice, this is described by the rate of freezing or 
thawing at the front, mo , following
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where Qin and Qout represent the heat flux into and away 
from the freezing front (W m–2), modeled through heat 
conduction in the unfrozen ground below and frozen 
ground above (subscripts u and f, respectively). The ver-
tical position of the freezing front is defined to be z = f, 
with the minus and plus signs denoting the temperature 
gradients (hence, heat fluxes) below and above this front. 
Where mo  is positive, there is melting at the front and per-
mafrost thinning. Where mo  is negative, there is permafrost 
aggradation. Qin can be estimated from the local geother-
mal heat flux or heat flow in the unfrozen ground underly-
ing the permafrost can also be modeled explicitly, as per 
(7.1). If appropriate, an advection term accounting for heat 
transport from water can also be added to (7.1) and (7.2).
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	N umerical solution of (7.1) and (7.2) is straightforward. 
A moving grid is recommended to follow the migration 
of the freezing front, as used in the example of lake ice 
growth in chapter 4. One common assumption is to as-
sume a thermal steady state in (7.1), which is equivalent to 
a linear temperature profile in the permafrost; given the 
upper surface temperature, geothermal heat flux, thermal 
conductivity of the frozen ground, and the fact that the 
lower permafrost boundary will be at the pressure melt-
ing point, the temperature gradient in the permafrost is 
then uniquely defined, and permafrost depth can be cal-
culated. This is reasonable for first-order approximations 
of permafrost thickness, but it cannot account for tran-
sient climate effects during permafrost growth and decay. 
	 Another modeling strategy, with some parallels to 
modeling sea-ice growth and decay, makes use of an 
effective heat capacity that includes latent heat in (7.1). 
This is warranted when the freezing front is not sharply 
defined, as occurs in clay-rich sediments that have sig-
nificant unfrozen water content at subzero temperatures. 
For unfrozen water content qw, representing the mass 
fraction, this is modeled from
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Here, the second term on the left-hand side represents 
the latent energy required to melt or freeze free water as 
temperature changes in the soil. When qw = 0 (i.e., at suf-
ficiently cold temperatures, or below 0°C for some geo-
logic materials that support a sharp phase transition), this 
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expression collapses to (7.1). The advantage of (7.3) is that 
there is no need to track explicitly the freezing front via 
(7.2); this is implicit in qw(z), and one can define the per-
mafrost thickness purely from the condition T  0°C in 
the modeled temperature profile. However, (7.3) requires 
knowledge of the soil water content and its behavior with 
temperature, which are difficult to measure and simulate. 
	 The methods for modeling subsurface temperature 
and phase-front evolution are reasonably well estab-
lished, but it can be surprisingly challenging to predict 
surface temperature forcing for permafrost. Mean annual 
surface temperature is not the same as the mean annual 
near-surface air temperature, which is what is usually 
measured at meteorological stations. Vegetation cover 
and snow depth are the greatest influences on this. Both 
have an insulating effect that gives mean annual surface 
(ground) temperatures several degrees Celsius above the 
mean annual air temperature in most situations. There 
can be exceptions to this. For instance, extremely thin 
snow covers (e.g., less than 10 cm) do not offer effective 
insulation. Snow cover that persists into the summer can 
also cause cooling of the ground relative to mean annual 
air temperature, as a result of snow-albedo effects and 
the high thermal emissivity of snow. 

The Active Layer

In contrast to the deep permafrost, the temperature and 
depth of the surface active layer are annually varying. 
This is the top layer of the ground, which is subject to 
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annual freeze–thaw cycles. The active later is of order 1 m 
deep in most environments, depending on the ground 
thermal conductivity, the annual temperature cycle, the 
surface type, and the amount of snow cover. In some lo-
cations, it can be several meters deep. Settings with high 
soil water and organic content have a high heat capacity 
in the near-surface layer, providing a thermal buffer that 
limits active layer depth. 
	 Because the active layer is directly forced by atmo-
spheric conditions (in particular, temperature and 
snowfall), it is exceptionally sensitive to short-term 
climate change. Atmospheric warming or increased 
snowfall lead to warmer mean annual ground tempera-
tures and increases in active layer depth. This results in 
permafrost degradation from above. Warmer surface 
temperatures also decrease the temperature gradient in 
the ground, leading to reduced conductive heat fluxes 
and permafrost decay at the base. When permafrost 
degrades, then, it commonly warms throughout, and it 
melts from both above and below. Relict permafrost—
“buried ice”—is found at depth in many places, testi-
mony to this process and to sustained periods of colder 
temperatures in prior times.

Subglacial Permafrost

Cold-based glaciers support subglacial permafrost 
growth, although glacier cover insulates the ground and 
results in thinner permafrost than would be otherwise 
expected at high latitudes or elevations. Permafrost likely 
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preceded ice sheets on the landscape during the last gla-
ciation, and after the ice advanced the ground could 
warm to the melting point, but no further. This would 
allow permafrost to persist, but it would likely degrade 
from below in this situation. Subsurface permafrost is 
frequently found in the forefield of retreating glaciers 
in subpolar and polar environments. If subglacial per-
mafrost becomes isothermal, an interesting situation is 
possible where free water (generated from strain heating, 
for example) can exist at the base of a glacier in thermal 
equilibrium with the overlying ice and underlying per-
mafrost. This permafrost interface would be imperme-
able in this situation, promoting high water pressures at 
the glacier bed. Such a situation may have contributed to 
the low-sloping, fast-flowing ice lobes along the south-
ern margin of the Laurentide and Eurasian ice sheets, via 
high rates of glacier sliding. 

Clathrate Hydrates

Frozen ground also hosts an unusual family of sub-
stances known as clathrate or gas hydrates. These consist 
of gases trapped in a crystalline “shell” or “cage” of ice. 
The ice crystals are connected via customary hydrogen 
bonds (see chapter 2), but the pressure of the gas mole-
cules inside the shell prevents them from collapsing into 
a standard ice crystal lattice. 
	 Gas hydrates are only stable under a specialized, some-
times narrow, range of temperature and pressure condi-
tions. Most common are methane (natural gas) hydrates. 
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These are particularly common in shallow continental 
shelf environments. Large deposits of methane hydrate 
have been mapped on the seafloor, in continental-shelf 
sediments of the Arctic basin, and in terrestrial perma-
frost, of great interest for their potential as hydrocarbon 
energy sources. Many other gases are also found in hy-
drates, including CO2. The release of CH4 or CO2 to the 
atmosphere through destabilization of gas hydrates as 
ocean temperatures warm is a potential “wild card” in 
the climate system, capable of producing abrupt climate 
change if large quantities of methane hydrate were to 
melt. It is not clear how much of a threat this is, as seafloor 
methane is likely to be oxidized as it passes through the 
ocean water column, and the different reservoirs of meth-
ane hydrate are unlikely to destabilize simultaneously.

Permafrost Thermometry

In addition to direct interactions with the climate system, 
permafrost has been successfully used as a decadal- and 
century-scale thermometer of climate change. Boreholes 
in frozen ground record the surface temperature history, 
based on the diffusion of surface temperature signals to 
depth. Such records have been examined extensively in 
recent decades, and they add to the body of evidence 
with respect to 20th century warming. Borehole tem-
peratures in Alaska indicate a recent warming of up to 
4°C. In other locations, borehole temperature records 
show negligible change or cooling. These records are ac-
curate reflections of ground surface temperature history, 
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but they can be difficult to interpret because of the effects 
of changing vegetation and snow cover, which can cause 
a decoupling of the air and ground temperature signals. 
Thermal diffusion smooths out temperature variability, 
so it is difficult to invert borehole temperature records 
for millennial-scale temperature trends. 

Summary

Permafrost is a major presence in northern landscapes 
and is also found in high mountain regions and ice-free 
parts of Antarctica. Deep permafrost formations prob-
ably represent the oldest ice on the planet. Where pres-
ent, permafrost alters the water table, shapes the regional 
geomorphology, and creates significant challenges for in-
frastructure. Some of the highest rates of coastal erosion 
in the world are found in ice-rich sediments on the Arctic 
coast, where sea level rise and diminished sea ice are ex-
posing the coast to increased ocean swell. Other aspects 
of permafrost interaction in the climate system include 
its potentially significant role in the global carbon cycle 
through long-term storage of organic carbon, which, if 
melted, decomposes to release methane and CO2 to the 
atmosphere. I discuss this further in chapter 8.



 

8  C ryosphere–Climate 
Processes

Nature chose for a tool, not the earthquake or 
lightning to rend and split asunder,  

not the stormy torrent or eroding rain,  
but the tender snow-flowers  

noiselessly falling through  
unnumbered centuries. 

—John Muir, Studies in the Sierra 

John Muir’s musings on the erosive power of gla-
ciation and its legacy in the landscape are a reminder 
of the surprisingly potent role that the cryosphere can 
play in the Earth system. The Pleistocene glaciations 
are a grand example of this: a time when ice defined the 
planet and shaped the global climate. These episodes tell 
us a great deal about cryosphere–climate processes and 
feedbacks, which are still active, if more subtle, in today’s 
world. This chapter describes the influence of the cryo-
sphere in the climate system. 

Snow and Ice Albedo

Snow and ice are the most reflective natural surfaces on 
the planet, exceeded only by clouds in their influence on 
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planetary albedo. This reduces the net solar radiation 
that is available to warm the Earth, lowering the mean 
annual temperature of the planet. The cryosphere also 
introduces regional and seasonal variability in the ab-
sorbed solar radiation that is available. 
	 Surface albedo effects of the cryosphere have the 
greatest impact on regional and local climate through 
cooling and through influences on atmospheric circu-
lation. The seasonal evolution of snow albedo and the 
transition from seasonal snow to ice cover on sea ice and 
glaciers create strong increases in ablation as the melt 
season progresses. Darkening of the surface causes a 
three- to four-fold increase in the net shortwave radia-
tion that is available for melt, as illustrated in the sur-
face energy balance example of chapter 3. This feedback 
drives greater rates of melt in the late summer, contrib-
uting to the lag between peak insolation and the annual 
sea-ice minimum (September in the Arctic and March 
in Antarctica). This same lag causes runoff from glaciers 
and ice sheets to peak in late summer.
	 Seasonal snow cover is the most variable feature of 
Earth’s land surface, with albedo feedbacks serving to 
amplify the solar-driven seasonality at midlatitudes and 
high latitudes. In the winter months, insolation is weak 
or absent at high latitudes, muting the effects of snow 
cover; the influence of snow and ice on local energy bud-
gets is therefore greatest at midlatitudes. 
	 The impact of snow and ice on the planetary energy 
budget can be estimated with a number of assumptions. 
A simple representation of the global energy balance is 
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possible through an adaptation of the linearized, zonally 
averaged surface energy balance explored in the 1960s by 
Budyko and Sellers. We consider this here by discretizing 
Earth into 5° latitude bands, with the zonal mean topog-
raphy, land fraction, and land/ocean surface properties 
calculated for each latitude band, qj. Each zonal band has 
a distinct area, albedo, and total heat capacity, Aj, αj, and 
Cj (J m–2 K–1). 
	I ncoming solar radiation, QS

., can be estimated from 
the potential direct radiation, and the temperature can 
be solved in each band, following 

C t
T

f Q T k T T1 1 4
j

j
j Sj c sj aj j j s2

2
∆= = � �� � � � � �. r_ _ _i i i9 C	 (8.1)

Here, Tj is the zonally averaged surface temperature, and 
the globally averaged surface temperature is denoted TS

r .  
In the solar radiation term, fj is a geometric factor that 
represents the effective area for incident solar radiation, 
including zenith angle effects (cf. Eq. 3.9). The factor 
(1 - αc) accounts for atmospheric backscatter, primarily 
associated with clouds, and αsj is the surface albedo. For 
ice-free terrain, surface albedo is assigned from repre-
sentative values for the ocean (0.1), forest (0.2), tundra 
(0.25), and desert (0.3). Snow and ice cover are assigned 
albedo values of 0.8 and 0.6, respectively. The transition 
from open water/bare land to sea ice and snow cover is 
based on a simple temperature rule, with a linearly in-
creasing snow/ice cover as temperature decreases from 
a mean annual value of 0°C to –10°C. Surface albedo 
αsj is then calculated as a composite of the ice-free and 
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ice-covered values over this transition. This is simplistic, 
of course, but this model is purely illustrative.
	 The second term on the right-hand side describes 
the net outgoing longwave radiation (Eqs. 3.10 and 3.11), 
for emissivity e, including a factor taj that represents 
the atmospheric transmissivity to longwave radiation. 
This term was linearized in the original energy balance 
models, but it is simple to use the full nonlinear form 
of Stefan–Boltzmann’s law with an iterative solution. The 
final term in (8.1) is a crude representation of poleward 
heat transfer, parameterized as a linear function of the 
meridional temperature gradient. This roughly describes 
the role of the Hadley cells, western boundary currents, 
baroclinic eddies, and so forth, in transporting energy 
from the tropics to high latitudes. 
	 This one-dimensional energy balance model is no re-
placement for a global climate model, but it is a rough 
tool to examine the planetary energy budget and the 
influence of the cryosphere on Earth’s albedo and tem-
perature. Parameters in (8.1) can be tuned to give a mean 
temperature of 14.0°C for the planet, representative of 
the current mean state. The planetary albedo, αP , is equal 
to 0.32 in this case, including the compound effects of 
both the atmospheric and surface reflectivities. In a sce-
nario where all of the snow and ice is removed from the 
planet, αP = 0.26, and the global average temperature in-
creases to 18.2°C (figure 8.1). A simulation of the last gla-
cial maximum (LGM) conditions with this model, with 
ice sheets extending to midlatitudes, shifts the results to 
αP = 0.35 and a global average temperature of 8.8°C. 
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	 These scenarios lack many important climatic feed-
backs that would attend such major shifts in climate, 
such as changes in cloud cover and atmospheric circu-
lation, but the calculations provide a rough estimate of 
the importance of the cryosphere to planetary albedo. 

Figure 8.1. Steady-state zonally averaged (a) albedo and (b) tem-
perature in the simple energy balance model of Eq. (8.1), for the 
present world (heavy solid lines), ice-free world (dashed lines), 
and LGM world, with continental ice extending to 45° N (dotted 
lines). The albedo plots in (a) include both atmospheric and surface 
albedo. The thin solid line plots the surface albedo for the present-
day reference model.
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Similar hypothetical experiments have been carried out 
with global climate models. In one such study, simula-
tions with LGM boundary conditions give a global cool-
ing of 3°C accompanied by an increase in planetary 
albedo from 0.31 to 0.33. Application of the same model 
to an ice-free world gives the expected reduction in sur-
face albedo, but this is offset by an increase in evapora-
tion and cloudiness in this model, giving a warming of 
1.3°C but no net change in planetary albedo.
	 This result demonstrates the sensitivity of the cli-
mate system to feedbacks from both the cryosphere 
and the hydrological cycle. These also have direct con-
nections at high latitudes, where loss of sea ice exposes 
more open water, increasing local and regional cloud 
cover. The inferred changes in planetary albedo are 
massive in terms of the planetary energy balance. At 
present, average incoming radiation at the top of the 
atmosphere is QS0 = 341 W m–2, of which 102 W m–2 is 
reflected back to space (a P = 0.30), and the remaining 
energy, QS

. = 239 W m–2, is available to Earth’s surface 
and atmosphere. This gives 2QS

./2 a P = –3.4 W m–2 %–1. 
As an example, a loss of snow and ice causing a de-
crease in planetary albedo from 0.30 to 0.28 would rep-
resent an energy surplus of 6.8 W m–2, which compares 
with an estimated (ca. 2006) radiative forcing of 2.6 
W m–2 associated with the anthropogenic greenhouse-
gas buildup in the atmosphere. In other words, albedo 
feedbacks can be of a similar or greater magnitude to 
the greenhouse-gas forcing that is driving current cli-
mate change. 
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The Cryosphere as a Latent  
Energy Buffer

Melting snow and ice requires a great deal of energy. 
These phase changes consume sensible heat and radia-
tive energy that would otherwise go into warming up a 
region. The opposite effect attends the fall freeze-up: la-
tent energy is released to the atmosphere, lakes, rivers, 
oceans, and soil as ice forms from water and vapor. This 
delays the seasonal decrease in temperatures. Over-
all then, latent energy exchanges within the seasonal 
cryosphere act as a thermal buffer, similar to the way in 
which ocean heat capacity moderates the climate of ma-
rine environments. 
	 The amount of energy involved in these phase changes 
can be estimated from the extent of the seasonal cryo-
sphere, although the area of the seasonal sea ice and snow 
cover is better known than the volume. Assuming average 
thicknesses of 1.5 m and 2 m for the ice cover that melts 
each summer in the Southern Hemisphere and Northern 
Hemisphere, respectively, the average (1979–2010) sea-ice 
contribution to this latent energy budget is approximately 
11  1021 J per year (11 ZJ), equivalent to 349 TW (table 
8.1). This neglects the energy required to warm the ice 
to the melting point. Compare this with a global energy 
consumption of 14.8 TW in 2009. This latent energy is 
drawn from ocean surface waters and the atmosphere. 
	 The depth of the seasonal snowpack has a similar 
amount of spatial variability to sea-ice thickness, rang-
ing from less than 100 mm w.e. in interior steppe and 
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tundra environments to more than 2000 mm w.e. in 
high-latitude coastal and mountain regions. Taking 300 
mm w.e. as an estimate of the mean and using the area of 
seasonal snow cover from chapter 1, melting of the sea-
sonal snowpack requires a total of 4.5  1021 J per year 
(142 TW). This is less than half of the energy consumed 
by melting of seasonal sea ice, but it is all derived from 
the atmospheric energy budget. This amount of energy 
is released to the troposphere each year through conden-
sation of water vapor and freezing/deposition of snow 
crystals, and then consumed during melt. 
	T aking a similar approach for the seasonal freeze–
thaw of the active layer in permafrost, with the assump-
tion of an average active layer depth of 1 m, with 20% 

Table 8.1
Estimated Latent Energy Required to Freeze/Melt the Seasonal 
Components of the Cryosphere Based on the Average Minimum 
and Maximum Sea-Ice Area (1979–2010) and Snow-Covered Area 
(1967–2010)

Component	 Area	 H	 Em	 Pm 
	 (106 km2)	 (m w.e.)	 (1021 J yr–1)	 (1012 W)

Seasonal snow	 44.8	 0.3	 4.50	 142
Northern Hemisphere  
  sea ice	 8.8	 1.8	 5.31	 168
Southern Hemisphere  
  sea ice	 12.6	 1.35	 5.70	 181
Active layer	 22.8	 0.18	 1.37	 44
Total	 —	 —	 16.87	 536

Note: H is an estimate of the average snow/ice thickness, Em is the latent melt 
energy, and Pm is the average annual rate of transfer of latent energy, in TW.
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ice content, active layer phase changes involved an ad-
ditional 44 TW of latent energy. The total latent energy 
cycled in seasonal snow and ice is therefore about 536 
TW. Additional latent energy exchanges are associated 
with seasonally frozen ground, lake ice, and river ice; 
these are difficult to estimate but likely contribute an 
additional 10–20 TW. This is an enormous amount of 
energy. Only 3% of the total solar energy available annu-
ally at the Earth surface is incident in the latitudes 60° to 
90° (both hemispheres combined). This represents about 
2400 TW in latitudes above 60°, where the majority of 
the snow/ice melt energy is consumed each summer. The 
latent energy sink therefore represents about 20% of the 
available solar radiative energy at these latitudes.
	N ote that for all of the seasonal cryosphere, the latent 
energy budget averages to near zero over a year (no net 
source or sink), depending on the state of the cryosphere. 
This foreshadows discussions of cryospheric change in 
chapter 9. Melting of glaciers and ice sheets over the 
past several decades has introduced an additional, uni-
directional energy sink. The energy committed to this is 
consequential. For the period 2002–2009, for instance, 
the world’s glaciers and ice sheets melted at an average 
rate of about 750 Gt per year. The energy required for 
this amounts to 8  1012 W (8 TW). Thinning Arctic sea 
ice and permafrost add to this cryospheric energy sink. 
These reductions in the cryosphere are acting as a ther-
mal buffer that reduces the severity of atmospheric and 
oceanic warming. The efficacy of this buffer will dimin-
ish as the cryosphere contracts.
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Ocean–Ice Interactions

The melting and freezing of sea ice moderates ocean 
temperatures, as discussed in the preceding section. In 
addition, this affects the salinity budget in polar seas, 
with ramifications for ocean circulation and formation 
of water masses. 
	 Sea-ice formation results in brine expulsion and the cre-
ation of dense, saline bottom waters. For the near-freezing 
temperatures of the polar ocean, density is primarily 
governed by salinity. Katabatically maintained polynya 
adjacent to the Antarctic coast are “sea-ice factories” as-
sociated with large rates of bottom-water production. This 
is particularly effective in wide parts of the Antarctic con-
tinental shelf in the Weddell Sea, where brine expulsion 
leads to formation of high-salinity shelf water. This mixes 
with the highly saline circumpolar deep water that sits 
just off of the shelf to create Antarctic bottom water, which 
floods much of the world’s deep ocean abyss. Circulation 
and melting beneath ice shelves probably play some role 
in this, as ice shelf meltwater can be exceptionally cold, 
and it mixes with high-salinity shelf water to contribute to 
the deep water mass outflow from Antarctica. 
	I n the Arctic Ocean, sea-ice formation has a similar 
effect, but saline deep waters are largely confined to the 
Arctic basin. However, sea-ice formation in the Labrador 
Sea and the Scandinavian seas contributes to intermedi-
ate and deep-water formation in the North Atlantic. 
	 Sea-ice melting has the opposite effect, freshening sur-
face waters where it melts. In the Arctic, this combines 
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with high quantities of spring and summer river runoff 
to contribute to strong stratification of surface waters; 
surface waters in the Arctic are the freshest of any of 
the world’s oceans. Glacial meltwater also contributes to 
this freshening, in particular runoff from the Greenland 
ice sheet. Annual meltwater discharge from Greenland 
is similar in magnitude to the major Arctic river basins 
that drain Canada and Russia, ca. 350 km3 w.e. yr–1, with 
most of this concentrated in the summer months.
	 Where water masses and sea ice advect out of the 
Arctic basin, through Fram Strait and the Canadian 
Arctic Archipelago, this represents a significant freshwa-
ter export, which can also tilt the salinity budget of the 
North Atlantic. Major freshwater advection events have 
been observed in the past, such as the “Great Salinity 
Anomaly” that began in the late 1960s. Strong ice export 
through Fram Strait in 1967 was identified as a pool of 
freshwater in southeast Greenland in 1968, which was 
then transported in the subpolar gyre into the Labrador 
Sea. It stalled there until 1972, before getting caught up 
in the North Atlantic Drift and advecting back into the 
northeastern Atlantic. The low-density surface water 
anomaly could be tracked until 1982. This was a long-
lived feature that disrupted convective mixing and inter-
mediate water formation in the Labrador Sea, creating 
cooler than usual sea-surface temperatures. This event 
was strong but does not appear to have been unique; 
several multiyear low- and high-salinity anomalies have 
been tracked in the North Atlantic region, linked with 
variations in freshwater export from the Arctic.
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	I cebergs that issue from the polar ice sheets, ice caps, 
and coastal tidewater glaciers cool and freshen the waters 
in which they melt. Icebergs can have keels that are hun-
dreds of meters deep, and melting at depth gives fresh-
water plumes that promote mixing and ventilation. Algal 
blooms have been observed as a result of the nutrient 
delivery that accompanies this. In tidewater fjords and 
estuaries, most icebergs ground and melt locally, helping 
to stratify surface waters and strengthen the estuarine 
circulation. In embayments with shallow sills there is 
limited mixing with offshore waters, so strong stratifica-
tion associated with freshwater runoff and iceberg melt 
can lead to isolation of a basin, suppressed ventilation, 
and anoxia at depth. 
	 During the Pleistocene glaciations, large quantities of 
icebergs coming off of the North American and Eurasian 
ice sheets created a freshwater perturbation that was suf-
ficient to disrupt intermittently the overturning circula-
tion in the North Atlantic. Episodic iceberg fluxes from 
Hudson Strait, known as Heinrich events, flooded the 
North Atlantic region several times during the last glacial 
cycle, creating a stable cap of cold, fresh surface waters 
that helped to maintain the icebergs and enabled them 
to advect all the way from the Labrador Sea to the coast 
of Portugal. These events had worldwide climate effects, 
telegraphed through both the atmosphere and through 
disruptions of the North Atlantic deep-water formation. 
Meltwater runoff from the Pleistocene ice sheets and 
from catastrophic drainage of massive glacier-dammed 
lakes created similar disruptions to ocean stratification 
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and circulation during the glacial period and in the early 
stages of deglaciation (8200 years ago). 
	I n today’s interglacial world, the tables appear to be 
turned, and the oceans have begun to perturb the polar 
ice sheets. Marine-based outlet glaciers and ice shelves in 
Greenland and Antarctica melt and calve off at the ice–
ocean interface, with ablation at this interface exception-
ally sensitive to ocean temperatures. This also occurs in 
many of the smaller ice caps in the Arctic, where ice ex-
tends to the sea. Ocean warming or wind-driven changes 
in ocean circulation that bring warm water masses (e.g. 
circumpolar deep water or North Atlantic water) in con-
tact with the ice can trigger destabilization of ice shelves 
and marine-based outlets. This propagates inland through 
thinning, grounding-line retreat, and accelerated ice flow, 
in a classically known “tidewater glacier” instability. 
	 Although the process is well understood for tidewater 
outlet glaciers in places like Alaska, it is not known how 
long it can continue and how dramatic it will prove to be 
for major marine-based sectors of the polar ice sheets. 
Rapid, ongoing changes in the Amundsen Sea sector of 
West Antarctica and Jakobshavn Isbrae in Greenland 
in the 2000s are linked with advection of warm-water 
anomalies to each region. 
	 Melting of the Greenland and Antarctic ice sheets is 
unlikely to perturb large-scale ocean circulation, as ice 
sheet fluctuations did during the Pleistocene glaciations. 
The landscape was much different at that time, with per-
mafrost, ice sheet lobes, and proglacial lake systems cov-
ering much of the midlatitude land mass in the Northern 
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Hemisphere. Greater energy is available for melting ice 
sheets at low latitudes, and the glaciated area contrib-
uting to runoff was large compared with that of today. 
The quantity of meltwater that characterized the glacial 
period is not conceivable from the Greenland and Ant-
arctic ice sheets. Under most climate warming scenarios 
for the coming centuries, the freshwater fluxes associated 
with increased midlatitude precipitation, Arctic export, 
and changes in sea ice are greater in magnitude. Dynami-
cal destabilization of a major sector of the Greenland or 
Antarctic ice sheet could provide an exception to this. Ice 
sheet processes that could deliver large freshwater fluxes 
to the ocean include mechanical disintegration, as ob-
served in the Larsen Ice Shelf, or a major surge event, sim-
ilar to what must have occurred during Heinrich events.

Influences on Atmospheric  
Circulation

In the winter months, the cooling influence of snow-
covered surfaces helps to promote the creation of dense, 
high-pressure (“continental polar”) air masses, which 
penetrate to midlatitudes as cold fronts. Strong winds 
and snowfall are followed by cold, clear weather and 
temperature inversions as continental polar air masses 
set up over a region. These air masses form over sea ice 
and over high-latitude (i.e. snow-covered) land masses 
during the winter months due to longwave radiative 
cooling, low amounts of incoming solar radiation, and 
the cold surface area. 
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	I n the Northern Hemisphere, cold fronts are associ-
ated with upper-air troughs and southward displacement 
of the polar front over the continents, driving Rossby 
wave structure and meridional mixing (baroclinic in-
stabilities). The thermal contrast between snow-covered 
land and open ocean in the midlatitudes of the Northern 
Hemisphere promotes strong temperature gradients that 
help to drive this mixing. This results in a mobile polar 
front and alternation between cold, dry (boreal) and 
mild, wet (southerly or westerly) air masses in the winter 
months in much of North America, Europe, and Asia. 
	 Similar air-mass cooling occurs year-round over 
Antarctica, driving the ferocious katabatic winds that 
descend from the continent. Unlike the Northern Hemi-
sphere, however, high latitudes in the Southern Hemi-
sphere have a relatively simple land–sea configuration, 
so circulation in the ocean and atmosphere is strongly 
zonal. The deep cooling influence of the high-elevation, 
perennially snow-covered continent helps to strengthen 
the Antarctic vortex, further isolating the continent from 
warm, midlatitude air masses. 
	 Greenland also produces katabatic winds, and more 
modest glacier winds descend from most mountain gla-
ciers and icefields. Some of these are true katabatic winds 
(gravity-driven, associated with cold, dense air masses 
created in the upper catchment), and some of these gla-
cier winds are more of a result of topographic funneling 
of regional winds, particularly for valley glaciers. Regard-
less of their dynamical origin, glacier winds exert a strong 
local cooling influence in summer months, when the 0°C 
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surface of a melting glacier cools the air in the glacier 
boundary layer. This cooling influence extends to both 
the glacier surface and the adjacent, downwind region.
	 Large ice sheets like those in Greenland and Antarc-
tica also influence climate by presenting a topographic 
obstruction to tropospheric circulation. Similar to 
mountain belts, air flows around these obstacles, and 
much of the time they create persistent high-pressure 
(anti-cyclonic) circulation patterns. During the Pleis-
tocene glaciations, ice sheets over North America and 
Eurasia disrupted the midlatitude westerlies and the pre-
vailing pattern of stationary waves, leading to splitting of 
the polar jet stream over North America and increases 
in precipitation south of the ice sheets. Expanded sea-ice 
cover over the North Pacific and North Atlantic during 
the glaciation also modified the stationary wave pattern 
and the associated storm tracks, through southern dis-
placement of the Aleutian and Icelandic Lows. 
	 Because snow and ice affect pressure patterns, inter
annual variability in seasonal snow and ice may also play 
a role in patterns of variability in high-latitude atmo-
spheric circulation, such as the North Atlantic Oscillation 
and the Arctic Oscillation. This is not fully understood. 

Cryospheric Effects on the 
Hydrological Cycle

Snowfall is an integral part of the global hydrological 
cycle. Even at low latitudes, much of the precipitation 
originates as snow crystals in the atmosphere. Some 
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aspects of snow hydrology are discussed in chapter 4. 
With respect to the global hydrological cycle, one of the 
main effects of snow cover is to temporarily store water 
on the continents and on sea ice, delaying its return to 
the ocean by weeks to months. In the case of glaciers and 
ice sheets, water can be locked up on the continents for 
years to millennia. In snow melt–dominated hydrologi-
cal catchments, peak river flows occur during the spring 
freshet, when runoff from snow melt reaches its maxi-
mum. Glacier meltwater supplements this in late sum-
mer and during the dry season(s) in the tropics.
	 Lakes and oceans affect regional climate in several 
ways. Open water in winter months provides a source 
of longwave and sensible heat fluxes, moderating the cli-
mate of coastal areas and in locations next to major lakes. 
This effect vanishes once sea or lake ice takes hold for the 
winter. Open water also provides a source of moisture, 
increasing the snowfall in downwind areas. This effect 
is well documented in the Great Lakes area of North 
America, in coastal ice caps adjacent to the North Water 
polynya in Baffin Bay, and in southeastern Greenland. 
	 Warmer temperatures and loss of sea ice are expected 
to increase atmospheric moisture and snowfall at high 
latitudes. This creates a climate-change feedback that 
makes the system unpredictable. Increased snowfall has 
a positive influence on glacier mass balance, a negative 
impact on permafrost thickness, and mixed effects on 
lake and sea-ice thickness, depending on the seasonality 
of snow cover. A deeper snowpack in the winter insulates 
the ice and limits its growth, giving a thinner ice pack. 
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The formation of snow ice, through snowpack loading 
and submergence, has opposite effects on ice thickness. 
Spring and summer snowfall on lake ice, sea ice, and gla-
ciers also promotes thicker ice, as the increased albedo 
helps to limit melting.

Cryosphere–Biosphere Interactions

There are numerous interesting ecological influences of 
the cryosphere, such as marine mammals’ penchant for 
the sea-ice edge, the hibernation rhythms of bears, the 
deadly nature of rain-on-snow events for Peary caribou, 
and the importance of deep snowpacks for winter feed-
ing of woodland caribou, which, lacking giraffe necks, 
rely on the extra elevation to forage higher into spruce, 
fir, and cedar trees. Photosynthetic activity and ecologi-
cal rhythms of high-latitude rivers and lakes are also 
closely connected with the ice cover. 
	 Snow, ice, and permafrost play an interesting but 
poorly understood part in the global carbon cycle. Po-
lynya tend to be nutrient-rich, ecological hot spots, as-
sociated with CO2 drawdown into the ocean, so it is 
suspected that open water (versus sea-ice cover) would 
be conducive to a stronger sink for atmospheric carbon 
in the polar regions. There are algae that thrive in sea ice, 
however, so carbon–ice–ocean exchanges are not fully 
predictable. 
	 Glacier and permafrost cover alter carbon storage in 
the landscape. Glaciers and ice sheets override vegeta-
tion and soil, effectively removing this carbon from the 
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system. Some of this organic carbon can be stored sub-
glacially, as evidenced by retreating glaciers, but most of 
it decomposes and is washed out via subglacial meltwa-
ter, leaving a relatively barren, inorganic subglacial and 
periglacial environment. Soil is still trying to establish 
itself in the till deposits of most glacier forefields, which 
have been exposed by glacier retreat since the sun set on 
the Little Ice Age in the late 19th century. 
	 Permafrost in much of northern Canada, Russia, 
Alaska, and Scandinavia is found in organic-rich mus-
keg and peatlands, where there is high soil moisture and 
carbon content. When frozen, this carbon is removed 
from the atmospheric cycle, and it can be locked up in 
the ground for long periods. As introduced in chapter 7, 
thawing of permafrost and deepening of the active layer 
in recent decades are causing a reverse effect: the release 
of soil carbon to the atmosphere, as both methane (CH4) 
and carbon dioxide (CO2). Carbon fluxes from thawing 
permafrost may be offset by increased carbon uptake as 
vegetation and biomass expands at high elevations and 
in high northern latitudes. Similarly, biological carbon 
uptake may increase in high-latitude ocean waters and 
as the snow-free growing season is extended in midlati-
tudes. The net impact of cryospheric change on the car-
bon cycle is therefore unclear.
	 Variations of CO2 and CH4 during glacial–intergla-
cial cycles pose an ongoing puzzle to our understand-
ing of the carbon cycle. Levels of both greenhouse gases 
dropped systematically during the Pleistocene gla-
ciations, as documented by the air bubbles trapped in 
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glacial ice in Greenland and Antarctica. Ice cores show 
a remarkably close correlation between the concentra-
tions of CO2 and CH4, air temperature, and the volume 
of ice on the planet, so it is clear that greenhouse gas re-
ductions acted as an important feedback in driving the 
world in and out of glaciations. However, the nature of 
the glacial carbon sink remains uncertain. The quantity 
of carbon in the ice sheets is negligible, so the carbon 
sink lies elsewhere. 
	 The direct effect of the Pleistocene ice sheets should 
be to release carbon from overridden vegetation and soil 
to the atmosphere, decreasing terrestrial CO2 and in-
creasing atmospheric levels. This means that even more 
CO2 must have been taken in by the oceans or by tropi-
cal vegetation during the glaciations. One aspect of the 
cryosphere may be implicated in the glacial carbon sink: 
carbon sequestration in frozen ground. Midlatitude 
permafrost may have acted as a major carbon sink dur-
ing the glaciation, both under the ice sheets and in the 
proglacial regions. If so, the coupling between ice sheet 
advance/retreat and uptake/release of this carbon was 
extremely tight, implying a century-scale response time 
for permafrost carbon storage. 

Summary

The cryosphere is an integral part of the climate sys-
tem, shaping the weather, climate, and many aspects of 
society in midlatitudes and high latitudes. Cryospheric 
processes and feedbacks also affect the global climate 
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through influences on the planetary energy budget and 
circulation in the oceans and atmosphere. Indeed, the 
cryosphere has played a lead role in some of the greatest 
climate perturbations in Earth’s history. It is also react-
ing strongly to recent climate change. Some aspects of 
climate–cryosphere variability are discussed in the next 
chapter, building on the cryosphere–climate processes 
outlined in this chapter.



 

9  T he Cryosphere and 
Climate Change

All is on the eve of motion. 
—James Forbes,  

Travels Through the Alps of Savoy

Snow and ice take on many guises on Earth, some 
fleeting and some older than civilization. Cryospheric 
dynamics have played a role in climate evolution 
throughout Earth’s history. Several examples of cryo-
sphere–climate interactions were introduced in chapter 
8. Here, I present additional examples of cryospheric 
change and the influence of the cryosphere in the cli-
mate system, including a brief look at “snowball Earth,” 
the evolution of the Antarctic and Greenland ice sheets, 
a fuller discussion of glacial–interglacial cycles, and a 
brief overview of recent cryospheric change. The planet 
is changing rapidly, so some discussion is warranted. 
However, this area represents a moving scientific tar-
get, so I restrict the discussion to a general summary 
rather than a detailed analysis of current climate and 
cryospheric trends. 
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The Cryosphere in the Distant Past

For decades, Earth scientists argued that the continuous 
persistence and success of life on Earth for more than 3 
billion years is clear proof of a Goldilocks state: never 
too hot, never too cold for life to persevere. Earth some-
how managed to avoid extreme states such as a runaway 
greenhouse effect where the oceans boiled away or, more 
germane to this chapter, a “snowball” state where the 
planet was completely ice-covered. The latter would be 
not only tough on life but also an extremely difficult state 
from which to escape. The positive cryospheric feed-
backs discussed in chapter 8, in particular the effect of 
ice-covered tropical regions on the global albedo, would 
limit the available energy that could be harnessed to melt 
away the ice and break out of the snowball state.
	 This view has been challenged by an accumulat-
ing body of evidence indicating global or near-global 
ice cover on at least two occasions in the deep past: 
the Sturtian glaciation, ca. 720 Ma (million years be-
fore present), and the Marinoan glaciation, ca. 640 Ma. 
There is evidence from tillites (ancient glacial tills) and 
ocean sediments for tropical ice cover at this time. The 
Earth may have escaped an ice-covered state through 
buildup of CO2 in the atmosphere as a result of con-
tinued volcanic outgasing, combined with the absence 
of terrestrial and oceanic carbon sinks. Evidence from 
cap carbonates in the ocean supports this hypothesis. 
The meltdown process would have been aided by the 
gradual darkening (decreased albedo) of snow and ice 
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as open-water moisture sources became cut off and 
fresh snowfall became limited in the hyperarid, snow-
ball world. The climate conditions that initiated snow-
ball Earth events are uncertain. The Sun was about 6% 
weaker during the Sturtian,1 which would have aided 
the process, but this does not explain what triggered the 
Neoproterozoic events.
	 The snowball Earth hypothesis remains controver-
sial, and new ideas, geological evidence, and modeling 
studies are fueling ongoing debate. There are arguments 
for only partial ice cover during these two major events, 
with the tropical oceans remaining open. Others argue 
for additional global glacial events throughout Earth’s 
history. Although the story is still emerging, it is clear 
that major glaciations affected early Earth, probably as-
sisted by the weaker Sun at this time, and there have 
been times when the cryosphere overwhelmed the entire 
planet for millions of years. Earth’s oscillation between 
ice-covered and ice-free states is indicative of a delicately 
balanced climate. This climate sensitivity is largely a re-
sult of Earth’s equilibrium temperature being so close 
to the triple point of water, along with cryosphere–cli-
mate feedbacks that tend to amplify perturbations to our 
mean state. 

Birth of the Polar Ice Sheets

Excepting the massive blips associated with episodes of 
global or near-global ice cover, the Earth has been ice-
free for much of its history. During the Paleozoic and 
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Mesozoic eras, from about 550 to 65 Ma, life expanded 
dramatically on the planet, and there is little evidence 
of glaciations through this time. The Cretaceous period, 
from 144 to 65 Ma, was the apex of the Mesozoic, char-
acterized by sea levels 200 m higher than present, deep 
ocean temperatures of up to 15°C, and tropical flora and 
fauna in the polar regions. The cryosphere most certainly 
had no presence at this time, with the likely exception of 
occasional snowfalls in polar regions and on the world’s 
highest mountains.
	 The Cenozoic era, which followed the Cretaceous, 
marked a turnaround for planetary temperatures and 
the cryosphere. The Earth began to cool at about 50 Ma 
(figure 9.1), most likely driven by reduced carbon diox-
ide levels in the atmosphere and associated water vapor 
feedbacks. Reduced tectonic outgasing and increased 
weathering sinks for CO2 as a result of major mountain-
building events have been invoked to explain this, al-
though there are still many questions as to what has 
driven Earth’s long-term climate evolution. Increased 
photosynthetic activity and carbon sequestration as the 
global oceans cooled probably played a role in Cenozoic 
climate change. Cryosphere–climate feedbacks also had 
an influence, through the slow return of snow and ice to 
the landscape and the birth of the Antarctic and Green-
land ice sheets. 
	 Antarctica began to accumulate ice by 35 Ma, most 
likely through glacial inception from mountain glaciers 
and icefields that spread to lower elevations as climate 
cooled. By 23 Ma, the Drake Passage and Tasmanian 
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Passage were opened, as divergent motion of the tec-
tonic plates separating Antarctica from South America 
and Australia progressed to allow a continuous oceano-
graphic passage. This allowed the Antarctic Circumpo-
lar Current to develop, largely isolating Antarctica from 
midlatitude air and water masses. Ocean sediments 
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Figure 9.1. (a) Marine benthic 18O records from the Southern 
Ocean for the past 65 million years, chronicling the Cenozoic cool-
ing and several major cryospheric events, including the period of 
Antarctic ice sheet growth ca. 15 Ma, and the onset of the Quater-
nary glacial cycles at about 2.5 Ma (Zachos et al., 2008). (b) Zoom-
in on data for the past 4.4 Ma (Lisiecki and Raymo, 2005). Higher 
values of 18O in marine sediments indicate both cooler tempera-
tures and greater ice volume on the continents.
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document the transition that took place in Antarctica at 
this time, as ice displaced coniferous forests and some-
thing resembling the modern-day ice sheet took root on 
the continent. East Antarctica is believed to have been 
continuously ice-covered since about 15 Ma. The West 
Antarctic ice sheet may have developed more recently, 
during the past 10 million years (Myr). Modeling studies 
indicate that the extent of West Antarctic ice probably 
fluctuated during the past 5 Myr, partially collapsing and 
regrowing in response to cyclical variations in Earth’s 
axial tilt (the same orbital forcing that drives Northern 
Hemisphere glacial cycles). 
	O nce established, the Antarctic ice sheet grew to a 
thickness of several kilometers, further cooling its own 
climate, strengthening the Antarctic vortex, and pro-
moting cold air outflows that help to cool the Southern 
Ocean and drive increased Southern Hemisphere sea-ice 
extent. The associated albedo feedbacks contributed to 
large-scale Cenozoic cooling. Expanded sea-ice produc-
tion and colder surface ocean waters are necessary in-
gredients for the formation of Antarctic bottom water, 
which circulates through most of the world’s deep ocean. 
The growth of the Antarctic ice sheet was therefore a 
major climate event in Earth’s recent history. 
	 As global cooling continued through the late Ceno-
zoic, the Arctic also began to support seasonal snow and 
sea ice during the past several million years. Ice-rafted 
debris indicates that mountain glaciers and icefields in 
eastern Greenland must have flowed down to the coast 
at times during the past 10 Myr, and by 3 million years 
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ago this ice cover had expanded to most of the island. 
The Greenland ice sheet has waxed and waned with the 
Quaternary glacial cycles of the past 2.5 Myr, but a cen-
tral core of ice may have persisted throughout this time. 
	 The closure of the Panama seaway and the develop-
ment of the Isthmus of Panama isolated the North At-
lantic basin between 4 and 5 Ma. It has been argued that 
this increased the moisture transport to high northern 
latitudes, promoting the development of the Greenland 
ice sheet and the Quaternary glacial cycles in the North-
ern Hemisphere. This undoubtedly had an impact on the 
North Atlantic gyre, and the North Atlantic deep-water 
formation that we know today may have had its onset 
at this time. It is unclear, however, whether this had a 
major role to play in Northern Hemisphere glaciations. 
The timing is too early, and substantial high-latitude 
warming accompanied the increased moisture, which 
generally has a stronger influence than precipitation on 
the viability of ice sheets. It is more likely that the cooling 
trend of the past 5 Myr allowed temperatures to trans-
gress a threshold, beyond which it became cold enough 
to allow the Greenland ice sheet to expand and develop a 
permanent presence. Ice–climate feedbacks would have 
supported its survival once established. The flickering ice 
sheets in North America and Europe soon followed. 

Pleistocene Glacial Cycles

The world changed again beginning at about 2.5 Ma. 
Figure 9.1b illustrates the onset of the Pleistocene glacial 
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cycles at this time, a turbulent period in Earth history 
that continues to this day. The planet has experienced 
more than 40 glacial–interglacial episodes during this 
period, with ice sheets intermittently flooding large ex-
panses of the Northern Hemisphere continents. As seen 
in Figure 9.1b, these cycles increased in magnitude over 
the past million years, indicating that glaciations have 
become more severe. There has also been a change in the 
periodicity, with the mid-Pleistocene transition at about 
1.2 to 0.9 Ma marking a shift from 40-kyr to 100-kyr gla-
cial cycles. This is approximate; the duration of individ-
ual glacial and interglacial episodes varies. 
	 The last glacial cycle began about 116,000 years ago 
(116  ka), with the inception of ice sheets in northern 
Canada and Scandinavia. Ice spread fitfully over North 
America, Europe, and parts of Asia, South America, 
and New Zealand for about 100,000 years, while the 
Greenland and Antarctic ice sheets also grew, expanding 
out to the edge of the continental shelf. The ice sheets 
reached their maximum extent 21,000 years ago, a mo-
ment known as the last glacial maximum. The ice sheets 
began to recede at this time, largely disappearing from 
the landscape by 8 ka, with the notable exceptions of 
Greenland and Antarctica. Vestiges of the Laurentide ice 
sheet also remain in the Canadian Arctic Archipelago.
	 The last glacial cycle is commonly called the “Ice 
Age,” although this overlooks the fact that Earth has ex-
perienced numerous, repeated glaciations. We have not 
seen the last of the great ice sheets, although we are cur-
rently enjoying an interglacial respite. Barring too much 
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human interference with the climate system, the current 
interglacial period is certain to come to a close, perhaps 
20,000 years from now. Wallace Stegner captures this 
nicely in his musings about the Canadian climate:

The ice sheet that left its tracks all over the region 
has not gone for good, but only withdrawn. Some-
thing in the air, even in August, says it will be back.

The Quaternary glacial–interglacial cycles personify 
cryospheric sensitivity to climate change and the dy-
namic, central role that the cryosphere can play in Earth’s 
climate. Although continental ice sheets leave the stron-
gest imprint on the landscape, and indeed in the ocean, 
ice sheet advance during glacial periods was accompanied 
by large-scale expansions of all aspects of the cryosphere; 
snow, freshwater ice, permafrost, and sea ice all extended 
to lower latitudes and contributed to the cryosphere–cli-
mate feedbacks that supported both the advance and re-
treat of the ice sheets, once under way. 
	T extbooks have been dedicated to discussions of the 
Pleistocene glaciations. Here, I provide a brief sketch of 
some important aspects of glacial cycles, with an empha-
sis on cryosphere–climate feedbacks. Michael Bender’s 
text Paleoclimate examines glacial cycles in greater detail.

Orbital Variations

High-latitude orbital forcing has been demonstrated to 
pace the glacial–interglacial cycles. This is not a mat-
ter of changes in solar output, but of geographic and 
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seasonal variations in the distribution of insolation over 
the planet. Gravitational influences from the Moon and 
other planets (primarily Jupiter and Saturn) introduce 
systematic, cyclic variations in the Earth–Sun orbit, in-
cluding changes in (i) the eccentricity of Earth’s orbital 
path around the Sun, (ii) Earth’s axial tilt angle, relative 
to the normal to the plane of the ecliptic, also known as 
the obliquity, and (iii) the direction of Earth’s tilt angle, 
relative to the celestial sphere. The latter effect, also 
known as precession, matters because it determines the 
season when Earth marks its closest approach to the Sun, 
a time known as perihelion. Orbital conditions change 
on time scales of 104 to 105 years: specifically, ~100- and 
413-kyr cycles for eccentricity, 41-kyr cycles for the tilt 
angle, and ~19- and 23-kyr cycles for precession.
	 Perihelion currently falls on January 3, which means 
that Southern Hemisphere summers are more intense 
than Northern Hemisphere summers. The current value 
of our orbit’s eccentricity is 0.0167, and this ranged from 
0.005 (a nearly circular orbit) to 0.058 during the Pleis-
tocene. This has only minor effects on global annual 
insolation, but the seasonal effect is substantial. Earth 
currently receives almost 7% more solar radiation at 
perihelion than aphelion (1415 vs. 1323 W m–2), and the 
difference increases to 23% when the eccentricity is at 
its most extreme value. Earth’s axial tilt, currently 23.54°, 
oscillates from 22.1° to 24.5°, further modifying season-
ality at high latitudes. 
	O rbital variations are also known as Milankovitch cycles, 
named for the Serbian mathematician who calculated the 
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effect of these variations on the seasonal radiation at 
high northern latitudes. Milankovitch spent many years 
making the necessary calculations to build on James 
Croll’s hypothesis that glaciations are a result of changes 
in seasonal insolation in the Northern Hemisphere; cold 
summers are needed for seasonal snow to survive and 
transform to perennial snowfields, which eventually 
grow large enough to flood the landscape. The Northern 
Hemisphere is the key as this is where the high-latitude 
land masses reside, and this is where the former ice 
sheets made their mark. 
	 Milankovitch did not live to see the confirmation of 
his theory. His Canon of Insolation of the Earth and Its 
Application to the Problem of the Ice Ages, published in 
1941, was met with skepticism and was not translated to 
English until 1969. By then, deep-sea sedimentary re-
cords, understanding of oxygen isotope records in calcite 
shells from marine sediments, acceptance of plate tec-
tonics, and advances in geochronology and time series 
analysis (e.g., Fourier transforms) all came together to 
make it possible to examine quantitatively and interpret 
the climatic history documented in ocean sediments. 
The periodicities of the orbital variations are strongly 
echoed in the marine 18O record of glacial–interglacial 
cycles. Orbital variations are now well established as the 
“pacemaker of the ice ages”; ice sheets expand over the 
northern continents when eccentricity, tilt, and preces-
sion align to give cool summers at high latitudes, and the 
ice retreats when these elements are oppositely aligned, 
giving warm northern summers. 
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Internal Climate System Feedbacks  
in Glacial Cycles

The link between the periodicity and phasing of orbital 
variations and the Quaternary glacial cycles is convinc-
ing, so there is little doubt that orbital variations play a 
central role. A great deal is unexplained, however. Much 
of the original skepticism over the orbital theory stems 
from the fact that the perturbations to insolation are rela-
tively modest and are hard to reconcile with the magni-
tude of the climate system response. Sophisticated climate 
models have been brought to bear on the problem, with 
little success in simulating either the glacial inception or 
the deglaciation. This may be a matter of resolution and 
timescales; it is difficult to conduct millennial-scale in-
tegrations with general circulation models (GCMs), the 
highland locations of ice inception centers are not well 
resolved, and glacier dynamics (absent in most GCMs) 
are needed to include the effects of ice advection from in-
ception centers to lower altitudes and latitudes. Long inte-
grations including ice-albedo feedbacks and other climate 
system feedbacks are needed to describe this process. 
	 The current view is that orbital forcing acts as the 
trigger for glaciation and deglaciation, but most of the 
climate forcing that drives glacial–interglacial cycles in 
fact comes from feedback mechanisms and accompany-
ing shifts in global climate dynamics. Many of the rel-
evant processes are cryospheric, such as the collective 
albedo and regional cooling impact of expanded sea ice 
and snow cover, which adds to the area of ice sheets. In 
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addition, increased midlatitude freshwater delivery to 
the oceans, via iceberg calving and summer melting on 
the ice sheet margins, affected ocean circulation in the 
North Atlantic region, reducing deep-water formation 
and poleward heat transport. The orographic distur-
bance of the ice sheets also altered patterns of atmo-
spheric circulation. 
	 As discussed in chapter 8, greenhouse gas levels also 
dropped dramatically during the glaciations. Atmo-
spheric water vapor decreased as the planet cooled, and 
ice cores indicate that carbon dioxide and methane levels 
were much lower than preindustrial values. The correla-
tion between Antarctic temperatures, global ice volume, 
and concentrations of CO2 and CH4 hold true over the 
past several glacial cycles (900 kyr), as far back as the 
ice cores reach. While the causal link is still enigmatic, 
greenhouse gas reductions played a crucial role in help-
ing to cool the planet in glacial times, and increases in 
CO2 and CH4 also helped to drive the ice sheet demise 
during each deglaciation. Changes in oceanic carbon up-
take associated with colder oceans, altered ocean circula-
tion, and changes in ocean alkalinity during glaciations 
are the most likely explanations, although shifts in ter-
restrial carbon uptake (e.g., methane storage in tropical 
wetlands, midlatitude permafrost, and subglacial envi-
ronments) may have played a role. 
	O verall, glacial cycles provide the textbook example 
of nonlinear feedback mechanisms in Earth’s climate dy-
namics, which are able to take a relatively small orbital 
forcing—a seasonal and geographic redistribution of 
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insolation—and amplify it into a global climate shift that 
transforms the landscape. Cryospheric feedbacks and 
ice–atmosphere–ocean processes were central to this.
	 Another aspect of the Pleistocene glacial cycles is im-
portant to note in the context of future climate change. 
There is palynological, sedimentary, ice-core, and sea 
level evidence that some previous interglacial periods 
were warmer than the present, in particular isotope stages 
11 (ca. 400 ka) and 5e (the Eemian, ca. 125 ka). Arctic sea 
ice declined at these times, and the southern sector of 
the Greenland ice sheet retreated dramatically in both of 
these periods, contributing to sea-level high stands that 
were 5 to 6 m higher than present. Proxies and modeling 
indicate that the Arctic was up to 5°C warmer than pres-
ent in the Eemian, driven by high spring and summer 
insolation. These periods may be good analogues for the 
Arctic environment in a warmer world. 

Millennial Climate Variability  
During Glacial Periods

Ice core records and high-resolution marine sedimentary 
records indicate that glaciations are also associated with 
“suborbital” climate fluctuations, with dramatic vari-
ability on timescales of centuries to millennia. Many of 
these events likely involve ice sheet dynamics and other 
cryosphere–climate instabilities, such as regime shifts 
in sea ice or freshwater forcing of the oceans. The best-
documented examples of millennial climate variability 
are Dansgaard–Oeschger cycles and Heinrich events. 
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	 Dansgaard–Oeschger (D-O) cycles are ~1500-year 
climate oscillations that characterize the glacial period, 
with their strongest expression in Greenland ice cores. 
In Greenland they are marked by abrupt (decadal-
scale) temperature oscillations of as much as 15°C, with 
concomitant changes in dust transport and snow ac-
cumulation rates. Snow accumulation rates in central 
Greenland more than doubled during the warm phase 
of D-O cycles. These events are centered in the North 
Atlantic region, but there are indications of effectively 
instantaneous, global teleconnections to the North At-
lantic climate variability. D-O cycles are associated with 
and potentially attributable to fluctuations in meridi-
onal overturning circulation in the North Atlantic. Re-
duced deep-water formation during the cold phase of 
D-O events likely caused reductions in poleward heat 
transport along with expansion of sea ice in the North 
Atlantic. Sea ice expansion in turn provided a positive 
feedback that contributed to the extreme temperature 
fluctuations and cold, dry conditions in Greenland, 
through southward displacement of the North Atlantic 
Drift, the polar front, and the associated baroclinic activ-
ity (hence heat and moisture transport). 
	 The role of the continental ice sheets in D-O cycles 
is unclear. It has been argued that high quantities of ice 
sheet meltwater or perturbations to the locations where 
this water reached the ocean weakened the meridional 
overturning circulation or freshened North Atlantic 
waters to the point where the overturning strength was 
susceptible to stochastic fluctuations. Alternatively, D-O 
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cycles may represent internal variability in the ocean or 
the sea-ice–ocean system or a modulation of external 
(e.g., solar) forcing. Marine margins of the ice sheets in 
North America, Europe, and Iceland responded to D-O 
climate variability through ice-marginal advance and 
retreat, with resulting changes in iceberg discharge, but 
this was likely a response to D-O climate fluctuations 
rather than a causal mechanism. 
	 Heinrich events are a different matter. These inter-
mittent, large-scale fluxes of ice from the Laurentide ice 
sheet left their mark in the North Atlantic through the 
deposition of enormous quantities of ice-rafted debris, 
cooling and freshening of North Atlantic surface waters, 
southward deflection of the polar front, and disruption 
of the meridional overturning circulation. Hudson Strait 
has been identified as the source region for the icebergs. 
Five or six Heinrich events occurred during the past gla-
ciation, with events lasting from decades to a few centu-
ries. Heinrich events recurred every 5 to 10 kyr once the 
Laurentide ice sheet was well-established over Hudson 
Bay and eastern North America, but they were not peri-
odic. These events are attributed to surging or tidewater 
retreat of an ice stream in Hudson Strait, with the ice 
sheet disgorging a volume of ice equivalent to an esti-
mated 1 to 3 msl. There was disruption of deep-water 
formation during these events, due to freshening of the 
North Atlantic associated with iceberg melting and re-
duced influxes of subtropical (i.e., Gulf Stream) water.
	 Surging and tidewater retreat are classical, well-
documented examples of internal dynamical instabilities 
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in present-day glaciers, although (thankfully) a collapse 
of the magnitude of Heinrich events has not been ob-
served on the scale of an ice sheet. It is still an open ques-
tion whether Heinrich events arose purely from internal 
dynamics or may have been triggered through a climatic 
perturbation. The former is more likely, because there is 
no obvious atmospheric trigger, but a more subtle climate 
forcing such as warmer ocean waters may have destabi-
lized the ice stream. These events are important to under-
stand, as similar behavior in the Greenland or Antarctic 
ice sheets would pose a large disruption to society.

Recent and Future  
Cryospheric Change

In more recent Earth history, temperature fluctuations 
of 1°C on interannual to centennial timescales have sig-
nificant impacts on mountain glaciers, sea ice, river and 
lake ice, seasonal snow cover, and active layer depths. 
Fluctuations in precipitation and other meteorologi-
cal variables are probably secondary to the influence of 
temperature, overall, although they can be significant on 
local and regional scales. 
	C ryospheric sensitivity to temperature changes is ap-
parent through cold and warm phases of the Holocene 
(the last 10,000 years). Holocene temperature fluctua-
tions of order 1°C, associated with solar and volcanic 
variability, have driven several periods of glacier advance 
and retreat in mountain regions. Direct observations and 
proxy records from the Little Ice Age, which persisted 
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from about 1500 to the late 1800s, offer some of the best 
evidence for this, with a global expansion of sea ice, snow, 
and glacier cover through this period. This is nicely doc-
umented in literary, artistic, and cultural records from 
Europe and Iceland. Geological reconstructions from 
terminal moraines, lake sediments, dendrochronology, 
and cosmogenic dating evidence indicate that the maxi-
mum glacier advances of the Holocene occurred in this 
period throughout the Northern Hemisphere. Southern 
Hemisphere glaciers also advanced at this time, but in 
some locations (e.g., New Zealand) there are records of 
an even more extended middle Holocene advance. 
	 The glacier advances of the Little Ice Age were the 
culmination of several millennia of “neoglacial” glacier 
advances following the early Holocene climate optimum, 
ca. 6 ka, when global glacier coverage was retracted rela-
tive to present day—Northern Hemisphere mountain 
regions are believed to have been largely bereft of ice 
during the climate optimum. The Holocene evolution 
of glaciers is broadly consistent with orbitally driven 
changes in summer insolation, as discussed in the earlier 
section “Pleistocene Glacial Cycles,” with shorter-term 
climatic influences superimposed on millennial-scale 
orbital trends. 
	 Since the late 1800s, other climatic influences—in-
crease in solar output, relatively quiet volcanic activity, 
and the buildup of atmospheric greenhouse gases—
have overridden orbitally driven cooling trends, driv-
ing recent warming and a strong cryospheric response. 
The cryosphere response is particularly marked in the 
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Northern Hemisphere, where climate warming has been 
greater. The most dramatic changes are at lower eleva-
tions and latitudes, where snow and ice exist close to 
their 0°C threshold for viability. This has an interesting 
consequence. The Arctic has warmed more than most 
other regions on Earth during the past 40 years, but 
some of the largest changes in the cryosphere are being 
felt at midlatitudes, where permafrost, river and lake ice, 
mountain glaciers, and seasonal snow cover are mar-
ginal. Changes are also dramatic in polar latitudes in the 
summer months, in particular for the Arctic sea ice and 
the ablation zones of the Greenland ice sheet and Arctic 
ice caps. In the northern winter and in most of Antarc-
tica, temperatures are still so low that climate warming is 
not strongly affecting the cryosphere. 
	 Although temperature changes are less important in 
cold environments, the highest elevations and latitudes 
may be experiencing increases in snowfall in both hemi-
spheres, due to increases in atmospheric humidity and 
more frequent advection of midlatitude air masses into 
subpolar and polar latitudes, at least in the Northern 
Hemisphere. This is not enough to prevent a negative 
mass balance for most of the world’s glaciers, but it is 
a feedback that partially offsets increases in melt. In-
creases in high-latitude snow also affect the hydrological 
cycle and the thermodynamics of sea ice, lake ice, river 
ice, and permafrost. 
	 The sensitivity of the global cryosphere to small 
changes in temperature has proved invaluable in help-
ing to understand and document climate variability in 
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remote, uninstrumented parts of the planet. It also pro-
vides evidence that measured 20th century warming is 
not an artifact of urban heat island effects or local land-
use changes in the populated environments where most 
direct, long-term observations are derived; significant 
cryospheric changes are under way in all parts of the 
world, most of these far removed from urban centers. 

Changes in Seasonal Snow

During the past century, snowfall has been well moni-
tored in populated regions of Europe, Russia, and North 
America. Much of this information is archived as snow 
depth or fresh snowfall totals, from which snow–water 
equivalence (SWE) must be estimated. Beginning in the 
1960s, visible-wavelength satellite imagery has provided 
detailed mapping of snow-covered area in the Northern 
Hemisphere (see chapter 1). 
	 Because snow extends to low elevations and latitudes, 
snow cover is very sensitive to warming or cooling. This 
is clear in the satellite record, which shows major de-
clines in snow-covered area in spring and summer in 
the Northern Hemisphere. Spring melt shifted earlier by 
more than 2 weeks since the early 1970s, and the time 
of peak snow-covered area has shifted from February 
to January. The largest snowpack decline has occurred 
in midlatitude regions, roughly corresponding with the 
March–April 0°C to 5°C isotherms in the band 40° N to 
60° N. The rate of change of Northern Hemisphere snow 
cover in these months is –0.62  106 km2 per decade 
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(1967–2010). Summer (June through August) snowpack 
declined at –0.79  106 km2 per decade from 1972 to 
2010. This is equivalent to snow cover reductions of 7.5% 
and 52% in the spring and summer, respectively, rela-
tive to the mean values over the period of record. Winter 
snowpack is more robust, as temperatures remain below 
freezing from November to February in most areas of 
the Northern Hemisphere that experience seasonal 
snowfall. Annual average snow cover declined at a rate 
of –0.34  106 km2 per decade from 1972 to 2010: a net 
loss of 5.2% for this period. 
	O bserved reductions in snow cover are not spatially 
uniform. Snowfall has had no statistically significant 
changes in some regions, and others have seen increases 
in snow cover. Southern Canada (below 60° N) experi-
enced an average of 78 snow days per year (days with 
solid precipitation) for the period 1955–2004, but sta-
tion data indicate opposite trends in western and eastern 
parts of the country. Snow events in western Canada de-
clined by 2.9 days per decade during this period, whereas 
central and eastern Canada experienced an increase of 
1.7 snow days per decade: respective changes of –14.5 
and +8.5 days over the 50-year period. The frequency of 
snow days does not provide direct information on total 
snowfall, as SWE may change with little or no shift in 
snow-covered area or snow frequency. This does not 
seem to be the general case in midlatitudes, however, as 
snow cover, frequency, and depth are declining in con-
junction, whereas winter rainfall events are becoming 
more frequent. 



chapter 9

222

	 There are limited direct observations of snowpack 
trends at high elevations. Terrain variability in alpine 
environments prohibits straightforward satellite assess-
ments of snowpack. Snow transect and snow-pillow data 
in the western United States and in the European Alps 
indicate a general decline in snowpack at all elevations in 
the latter half of the 20th century, with local exceptions. 
Declining glaciers and earlier peak runoff in stream 
flow from mountain headwater regions are consistent 
with diminishing snow accumulations at high altitudes, 
but these observations could also be a consequence of 
warmer temperatures in spring and summer. 
	 The record from the Southern Hemisphere is also 
sparse. Snowpack measurements dating from the early 
1960s in the mountainous regions of southeastern Aus-
tralia indicate similar trends to northern midlatitudes: 
no major changes in maximum winter snowpack, but 
significant declines in snow cover and SWE in late win-
ter and spring. The signal from the mountain snowpack 
in New Zealand and the Andes is not as clear. Interan-
nual variability is high in these regions, governed by 
South Pacific synoptic variability (e.g., ENSO cycles), 
potentially masking decadal-scale trends.

Changes in Lake, River, and Sea Ice

There is a detailed historical record of freeze-up and 
breakup of lake, river, and sea ice in many communities, 
particularly where ship navigation and ice roads are de-
pendent on ice conditions. These observations are local 
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and they often reflect near-shore conditions, so they may 
not be representative of regional or synoptic conditions. 
These are nevertheless valuable in documenting changes 
in ice cover during the past century, particularly for river 
and lake ice. In many freshwater ice settings, local ob-
servations are simpler to interpret, as water masses are 
limited in extent, there is less multiyear memory, and 
interannual variability in winds, pressure patterns, and 
currents have a minor influence compared with their 
impact on sea-ice conditions. Available river and lake 
records that are at least 150 years in length in the North-
ern Hemisphere point to shorter winters, with freeze-up 
occurring 8.7 ± 2.4 days later and breakup moving up by 
9.8 ± 1.8 days over this 150-year period. 
	O ver a shorter time frame, the last 30 to 70 years, re-
gional compilations of the freshwater ice season indicate 
a large degree of variability. For recent decades, visible 
and microwave satellite imagery offer good discrimina-
tion between open water and ice conditions. Regional 
variations in the ice season are broadly consistent with 
temperature changes, with observations pointing to a 
shortening of the ice season by roughly 10 days per °C of 
warming. Changes in the snowpack can cause deviations 
from this relationship with temperature.
	 Microwave remote-sensing observations also pro-
vide a detailed view of changes in sea-ice cover since the 
late 1970s. Northern Hemisphere sea-ice cover has de-
clined over this time in all seasons, with the strongest 
changes in late summer months. The March, annual, and 
September trends from 1979 to 2010 are –2.8%, –4.4%, 
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and –12.4% per decade, respectively. In contrast, Antarc-
tic sea ice has been stable over this period, with annual 
sea-ice extent in the Southern Hemisphere increasing 
by 1.3% per decade. This is consistent with observations 
of Antarctic cooling since the 1970s, attributed to the 
combined effects of stratospheric ozone depletion and 
strengthening of the Antarctic polar vortex, which helps 
to isolate Antarctica from meridional heat and moisture 
transport. Working from ice charts and ship records, re-
cords of sea-ice extent have been extended back beyond 
the satellite era, although with greater uncertainty. Fig-
ure 9.2 plots an example for the period 1953–2010 in the 
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Figure 9.2. Monthly sea-ice extent anomalies, January 1953 to Sep-
tember 2010. Data from 1953 to 1979 is derived from operational ice 
charts and other sources (U.K. Hadley Centre). Passive microwave 
satellite data is available from 1979 to 2010. (Figure from W. Meier 
and J. Stroeve, National Snow and Ice Data Center, University of 
Colorado, Boulder, CO.)
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Arctic, expressed as anomalies from the monthly mean 
ice extent. This illustrates the decline that began in the 
early 1970s. There are fewer observations available in the 
Southern Hemisphere, but whaling vessel records and 
sea-salt indicators in Antarctic ice cores indicate that 
Antarctic sea-ice cover was more extensive in the 1950s 
than today. This is consistent with the possibility that 
longer-term declines in Antarctic sea ice have been ar-
rested since the 1970s by regional cooling associated with 
ozone depletion. 
	I ce thickness is more difficult to gauge than ice ex-
tent. Available evidence from upward-looking sonar im-
aging along submarine tracks indicates that the Arctic 
ice pack thinned by as much as 1.3 m, on average, from 
the 1950s to the 1990s. Satellite laser altimetry measure-
ments of sea-ice draft have enabled estimates of ice 
thickness since the early 2000s (e.g., figure 5.2a). These 
records indicate that multiyear ice over the Arctic basin 
thinned from 3.6 to 1.9 m from 1980 to the late 2000s, 
but longer altimetry records are needed to assess what 
is typical for interannual and interdecadal variability in 
ice thickness. Basin-scale variations in ice thickness and 
extent should be broadly correlated, as both respond to 
changes in oceanic and atmospheric temperatures. More 
open water (reduced ice extent) leads to warming of the 
ocean mixed layer and increased ice melt, hence thinner 
ice. This general correlation can break down on regional 
scales, as ice convergence (e.g., due to persistent onshore 
winds) can give compaction and ridging, leading to re-
duced ice extent but unusually thick, concentrated ice. 
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Glacier and Ice Sheet Response  
to Climate Change

Glacier mass balance was introduced in chapter 6. A 
concerted, global effort to monitor glacier mass bal-
ance took root in the 1960s. Annual mass balance data 
have been gathered for a suite of at least 60 glaciers since 
1964 and for at least 90 glaciers since 1981, peaking at 109 
glaciers in 1998. Different glaciers have been monitored 
over this period, with more than 330 glaciers with at least 
1 year of data. This is a small fraction of the estimated 
global population of more than 200,000 glaciers, so most 
of what is known about glacier mass balance is based on 
a small subset of glaciers. This is difficult to improve on 
due to the field-intensive effort required for classical 
mass balance studies. 
	E xtrapolating from the global set of mass balance data 
and the areal distribution of glaciers, regional, continen-
tal, and global glacier changes can be estimated from the 
early 1960s to the present. Figure 9.3 plots an example of 
this for the global distribution of small glaciers and ice 
caps, excluding the polar ice sheets. 
	I nterannual variability in figure 9.3 is muted relative to 
individual mass balance time series, due to averaging from 
different regions that experience asynchronous climate 
excursions. A number of global climate trends and events 
are still evident, such as the cooling that followed the 1991 
eruption of Mt. Pinatubo. This produced the only year 
with a positive net mass balance since 1965 for the global 
composite of glaciers. Mean global mass balance over the 
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full period was –0.24 m yr–1 w.e., equivalent to an average 
rate of global eustatic sea level rise of 0.5 mm yr–1. Glacier 
contributions to sea level rise have increased markedly 
since 1990 to an estimated 0.77 mm yr–1 from 1991 to 2004 
and more than 1 mm yr–1 in the first decade of the 2000s. 
	 The Greenland and Antarctic ice sheets are under 
intense scrutiny. Both are in a state of negative mass 

Figure 9.3. Global glacier mass balance, 1961–2004, excluding the 
Greenland and Antarctic ice sheets. [From Dyurgerov (2002, updated 
2005).] The compilation assumes a global glacier area of 785,000 km2. 
(a) Mean specific (areally weighted) mass balance rate. (b) Cumula-
tive ice volume change.
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balance at the time of writing, with indications that the 
two ice sheets are more sensitive to climate warming 
than previously thought. Satellite altimetry and grav-
ity measurements, airborne radar studies of ice thick-
ness, interferometric synthetic aperture radar (INSAR) 
measurements of ice motion, and microwave mapping 
of snow facies and the ice sheet ablation area all inform 
understanding of mass balance and ice-dynamical pro-
cesses in each ice sheet. The satellite observations pro-
vide an unsettling view of recent changes. 
	 Greenland’s mass balance has been negative since the 
early 1990s, after what is believed to be a period of near-
balance through much of the 20th century. This is due to 
a combination of increased surface melting and acceler-
ated ice discharge into the oceans. As a result of these two 
ablation mechanisms, low altitudes in Greenland have 
thinned and lost mass since the early 1990s, whereas the 
interior of the ice sheet, above 2000 m, is near an overall 
state of balance. Surface mass balance in Greenland is 
still positive, but regional climate modeling indicates a 
negative trend in surface mass balance during the past 
60 years, with a steepening of melt rates in the 1990s. Re-
cent mass losses due to ice dynamics (calving) and melt-
ing in Greenland are similar in magnitude. Greenland 
is now being carefully monitored to determine whether 
recent changes reflect a shift to a negative mass balance 
regime that will persist and perhaps deepen this cen-
tury or whether the recent extreme years of melting and 
outlet glacier acceleration may just reflect interannual 
variability. It is an important and difficult question, as 
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the technology to monitor the ice sheet in detail is rela-
tively new, spanning about two decades, compared with 
the much longer timescales of many aspects of ice sheet 
dynamics.
	 Processes in Antarctica have more in common with 
those in Greenland than glaciologists have traditionally 
thought. The Antarctic Peninsula warmed dramatically 
in the 20th century, eliciting glacial retreat and contribut-
ing to the breakup of the Wordie Ice Shelf and the Larsen 
Ice Shelf. Most of West Antarctica has experienced mod-
erate warming since the 1950s, whereas East Antarctic 
temperatures have been stable or cooling slightly. Be-
cause there is little or no surface melting outside of the 
Antarctica Peninsula, changes in air temperature are of 
little consequence to most of the ice sheet. Ice shelves 
are an important exception to this, as it is believed that 
surface melting can generate through-going crevasses 
that weaken ice shelves and contribute to their disinte-
gration. There is still negligible surface melting in the 
major ice shelves of West Antarctica, the Ross and the 
Ronne–Filchner, but several degrees Celsius of regional 
warming could threaten these ice shelves through this 
mechanism. 
	O cean warming probably poses a more immediate 
threat in Antarctica, as basal melt rates in ice shelves 
and floating outlet glaciers reach tens of meters per year. 
Increased dynamical discharge from the Amundsen Sea 
sector of West Antarctica since the 1990s appears to have 
been triggered by regional ocean warming, which has 
caused thinning of marine-based outlet glaciers, inland 
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grounding line migration, and increased iceberg calv-
ing and discharge. Where the ice sheet bed has a reverse 
slope, as is the case in much of West Antarctica, a clas-
sical tidewater glacier instability could cause such ice-
marginal perturbations to propagate inland for years 
to decades, accompanied by regional ice sheet thinning 
and increased flow velocities. Similar observations and 
processes apply to several major outlet glaciers of the 
Greenland ice sheet and have driven the recent increase 
in dynamical ice losses in Greenland.
	I ncreases in high-elevation accumulation are ex-
pected to offset partially ice-marginal thinning in both 
Greenland and Antarctica. Indeed, most climate models 
forecast that the Antarctic ice sheet will gain mass this 
century as a result of warming-induced increases in ac-
cumulation rate, although it must be emphasized that 
these models do not include melting at the ice–ocean 
interface, ice dynamical discharge to the oceans, or 
potential increases in these sources of ice loss. It is un-
certain whether or not snow accumulation has already 
increased on the Antarctic plateau; available observa-
tions are equivocal, but small increases in accumulation 
may be under way. 
	 Whether increases in accumulation occur in a 
warmer world depends on the degree to which Antarctic 
precipitation processes are governed by the Clausius–
Clapeyron relation versus cyclonic incursions to the 
interior plateau. Atmospheric modeling indicates that 
about half of the snow accumulation in East Antarctica 
occurs through direct deposition of “diamond dust,” 
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with the other half associated with occasional frontal 
systems that penetrate to the interior of the ice sheet. Ac-
cumulation of diamond dust is proportional to specific 
humidity, but precipitation associated with frontal sys-
tems is not directly linked with temperature and humid-
ity. Changes in this source of moisture depend on the 
patterns and frequency of cyclogenesis and storm tracks 
in the Southern Ocean.

Changes in Permafrost

Borehole temperature measurements indicate that per-
mafrost and ground temperatures have warmed in the 
past century. There is also widespread evidence of in-
creasing active layer thickness, melting at the base of 
permafrost in regions where it is less than ~100 m thick, 
northward migration of the permafrost zone, and the 
development of thermokarst terrain and thaw slumps. 
Because the timescale for surface temperature signals 
to penetrate to the base of the permafrost is long (ca. 1 
year to reach 20 m and 100 years to reach 150 m depth), 
permafrost thickness and the geographic distribution 
of permafrost are primarily responding to century- and 
millennial-scale temperature shifts. Changes in active 
layer depth, in contrast, can be interpreted as a short-
term response to changing temperature and snowpack 
patterns. Where near-surface permafrost contains mas-
sive ice, this surface degradation leads to geomorphologic 
effects such as thaw slumps and coastal erosion. These 
and other effects are touched on in the next section.
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Social and Ecological Effects  
of Cryospheric Change

Reductions in Arctic sea-ice cover have well-documented 
effects on polar bear populations and on marine mammals 
such as ring seals and bowhead whales, which are concen-
trated near the sea-ice edge. Shifting sea-ice geography 
and seasonality affects migration, feeding, and breeding 
patterns for these species. This also impacts circum-Arctic 
native populations, as the changing ice season affects travel 
conditions and traditional hunting practices. Changes in 
the seasonality and extent of open water have unclear im-
plications for marine invertebrates and algal populations. 
Arctic Ocean ecology is expected to become more akin 
to that of the adjacent subpolar seas in future decades, al-
though changes will likely be confined to the summer and 
fall; winter ice cover is still extensive over the Arctic. 
	O pening of the Arctic for shipping, tourism, and 
natural resource development is anticipated as summer 
passage becomes more safe and reliable. This creates 
commercial possibilities, but it also creates environmen-
tal and development challenges for the Arctic region. 
	 Sea, lake, and river ice offer a flat, solid surface that 
is exploited for ice roads, seasonally connecting remote 
communities to the “transportation grid.” Reduced ice 
cover has major effects on communities that rely on win-
ter ice roads, as air transportation is the only other way to 
access these sites for shipping and provision of goods and 
services. This is an expensive alternative and it leads to 
isolation. Reductions in river ice cover at lower latitudes 
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also affect the timing and frequency of ice-jam floods, 
with effects on riparian ecology and flood frequencies. 
More open water can also lead to increased production 
of frazil ice, which affects structures and civil engineer-
ing works (e.g. frazil buildup over water intakes).
	 Permafrost degradation has a number of well-
documented ecological and societal consequences, in par-
ticular effects on infrastructure from ground subsidence 
and slope failure. Roads, pipelines, and buildings at high 
latitudes have always faced this challenge, due to the tem-
perature effects of development (i.e. changing land cover), 
but climate warming is adding to the challenge. The com-
bination of reduced sea ice and sea level rise is giving in-
creased ocean storm swell in some regions of the Arctic, 
such as the Mackenzie delta, driving high rates of coastal 
erosion where ground ice is exposed to warm ocean waters.
	 Active layer deepening and thawing of permafrost are 
also accompanied by changes in surface hydrology, nu-
trient cycling, and vegetation cover. Loss of ice alters the 
water table, and because topography is subtle in many 
low-lying tundra and peatland areas, surface drainage 
patterns are evolving rapidly. Soil microbial activity (de-
composition) is also accelerated in thawed and warmed 
ground. Partially compensating for this is an increase in 
photosynthetic activity and deepening of peat forma-
tion in thawed ground, which can lead to stored carbon: 
an atmospheric sink. Overall, net carbon release to the 
atmosphere from permafrost thaw is a potentially large 
positive feedback to future climate change, but there is 
large uncertainty in this.
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	 Arctic and alpine ecology and hydrology are evolv-
ing as a consequence of reduced glacier and permafrost 
cover. It takes a long time—decades to centuries—for 
vegetation to move in after the retreat of glaciers, but 
alpine ecosystems are gradually shifting uphill. A more 
immediate impact of glacier retreat is the depletion of 
late-summer streamflow in alpine catchments. Reduc-
tions in seasonal snowpack and glacier cover are causing 
reduced summer streamflow in most alpine environ-
ments. This affects downstream communities and in-
stream ecology, through both lower flows and increased 
water temperatures. Water resource management needs 
to adapt to expected increases in winter and early spring 
flows, an earlier freshet, and reduced flows from mid-
summer to fall in mountain-fed streams. 

Sea Level Rise

The loss of ice from mountain glaciers, Greenland, and 
Antarctica is contributing significantly to sea level rise. 
Global mean sea levels have risen by approximately 
20 cm since 1900, with glacier contributions making 
up roughly half of this total. Thermal expansion as the 
oceans warm is the other main driver of sea-level rise. 
In the first decade of the 21st century, losses in glacier 
ice and the two continental ice sheets account for about 
two-thirds of the ca. 33 mm of sea level rise.
	O f the world’s 197 sovereign nations, 150 (76%) bor-
der on an ocean and are therefore directly vulnerable to 
the gradual swelling of the world’s oceans. Sea level rise 
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affects an even larger proportion of global infrastructure 
and society, as urban centers and populations are con-
centrated near the world’s coastlines. A survey of global 
cities with populations exceeding 2 million reveals 98 
such cities in contact with the ocean, representing a pop-
ulation of about 664 million people at the time of writ-
ing; millions more reside in smaller coastal settlements. 
The process of sea level rise is gradual, so adaptation in 
developed countries is broadly feasible, but at high costs. 
Effects are expected to be more severe in low-lying devel-
oping countries, where vulnerability to tropical cyclones 
is high and where populations are likely to be displaced 
in the coming decades. 
	 Despite recent progress in monitoring and evaluating 
the rates and sources of sea level rise, future changes in 
sea level are notoriously difficult to forecast. A number 
of critical ice-dynamical processes and climate feedbacks 
are absent or weakly parameterized in current ice sheet 
models, giving them a conservative bias; they understate 
the range and extent of potential ice sheet response to 
climate change. It is therefore difficult to provide an in-
formed estimate of the most likely or most severe sea 
level rise that can be expected this century. As the cen-
tury progresses, this may prove to be one of the most 
critical aspects of cryospheric change. 

Future Directions

The somber prospect of tens of millions of environmen-
tal refugees associated with global sea level rise is not an 
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uplifting note on which to conclude. It does, however, 
illustrate one profound example of the scale of the cryo-
sphere and its integral role within the global climate 
system. It also points to an area of intensive current re-
search, as all of the world will be touched by the evolu-
tion and fate of the cryosphere in the coming decades 
and centuries. The atlas of the world will be redrawn as 
coastal boundaries, navigable waterways, river systems, 
and population centers shift in the coming decades. 
	 For this reason there are concerted, globally inte-
grated efforts to better understand and constrain cryo-
sphere–climate processes and cryospheric sensitivity to 
climate change. For the question of sea level rise, this re-
quires improved quantitative understanding of ice sheet 
dynamics and decadal-scale ice sheet variability. Of par-
ticular importance are ice–ocean interactions, fast-flow 
behavior in ice sheets (i.e., ice streams), and the subgla-
cial processes that enable fast flow. 
	 Fundamental glaciological data are still sparse in 
large sectors of the polar ice sheets, as well as mountain 
glaciers, including knowledge of ice thickness, thermal 
regime, and subglacial conditions. It is difficult to apply 
hydrological and basal flow models to much of Green-
land and Antarctica, where groundwater drainage, 
sediment properties, and other details of the subglacial 
environment are poorly known. Methods of parameter-
izing subgrid-scale basal processes in large-scale models 
are needed. Similar physical and numerical challenges 
are involved in simulation of melting beneath floating 
ice and iceberg calving; there is no established “calving 
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law,” as the underlying physics and environmental con-
trols are not fully understood.
	I mproved coupling between ice sheet and climate mod-
els is also necessary. Several research groups have initiated 
this effort in recent years, but coupled models are still in 
early stages. Energy- and mass-conserving models that 
describe ice–ocean coupling will be particularly impor-
tant going forward and will require regional ocean models 
that have skill in coastal and sub–ice shelf dynamics. 
	I n general, the mass balance fields simulated by cli-
mate models are not accurate enough for coupled ice 
sheet–climate modeling, nor can sophisticated atmo-
spheric models be integrated over the millennial time
scales of interest for ice sheet evolution. However, the 
development of improved regional-scale meteorological 
and glacier mass balance models permits direct estimates 
of surface mass balance from meteorological models and 
offers a physically based method to simulate how these 
fields can be expected to change with ice sheet geometry. 
	 The challenge is greater for the mass balance fields 
and surface climatological forcing of mountain glaciers 
and snowpacks. Temperature and precipitation gradi-
ents are steep in complex terrain. The topography and 
the relevant meteorological processes are not faithfully 
resolved in even regional climate models, so some form 
of climatic downscaling is needed to prescribe mass bal-
ance fields for modeling of snow distribution and glacier 
mass balance in alpine regions. Current downscaling 
methods generally do not conserve energy or mass, and 
improved treatments are needed. 
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	 There are different considerations for permafrost 
modeling, but they also relate to the resolution of the 
landscape and surface climate. The mean annual surface 
temperature that governs permafrost aggradation and 
degradation depends on local-scale vegetation, snow-
pack depth, hydrology, and soil properties, which com-
monly vary over a spatial scale of meters. At present, 
global-scale permafrost models need to be interpreted 
“statistically” for a region (i.e., via a distribution of per-
mafrost thickness in a given climate-model grid cell, 
based on the subgrid-scale ground cover and snow con-
ditions in the region).
	 There is intense interest in understanding the feed-
backs associated with sea-ice change, such as effects on 
polar cloud cover, ocean warming and stratification, and 
multiyear or decadal-scale sea-ice “memory.” Details of 
sea-ice rheology and the best way to model discontinuous, 
subgrid-scale processes in continuum models of ocean–
ice dynamics are still being explored. Carbon fluxes be-
tween sea ice, the ocean mixed layer, and the atmosphere 
are another subject of great interest; algae and nutrients 
deposited on sea ice can create impressive plankton 
blooms when melting delivers these to the ocean, acting 
as a carbon sink, but the overall effects of changing sea ice 
on the global carbon budget are not yet clear. 
	 Similarly, deepening active layers in frozen ground 
and disappearance of permafrost at lower latitudes, 
along with the geomorphic response to this (e.g., altered 
hydrological drainage), have an unknown net impact 
on fluxes of CO2 and CH4. Thawing permafrost terrain 
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has the potential to be a significant, large-scale source 
of carbon to the atmosphere, exacerbating global warm-
ing. Insight into this will also help understanding of the 
potential role of permafrost in the unresolved question 
of carbon sinks during the glacial period.
	R ecent efforts have focused on the question of thresh-
olds and reversibility of different aspects of cryospheric 
response to climate change. This includes aspects of ice 
sheet and sea-ice retreat, as well as effects of freshwater 
forcing on ocean circulation. This is an active area of re-
search, focused on nonlinearities in the climate system 
and concerns about potential long-term commitments 
in the cryospheric response to anthropogenic forcing of 
the climate system. 
	 This list of future research directions is far from com-
prehensive. There are many more priorities within each 
aspect of cryospheric science. With the notable excep-
tion of sea ice, many aspects of the cryosphere have 
only recently been considered to be fully contributing, 
interactive components of the global climate system. 
This means that there are many exciting possibilities to 
improve coupled cryosphere–climate models at regional 
and global scales. Satellites are providing a remarkable 
view of the cryosphere. In many cases, observations are 
pointing out important new directions for theoretical 
and field-based studies, and these different strands of re-
search will combine to better illuminate the role of the 
cryosphere in the global climate system. 
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Glossary

Ablation. Snow or ice removal through meltwater run-
off, sublimation, wind scour, avalanching, or glacial calv-
ing (mechanical fracturing; see calving).

Ablation zone. The area of a glacier where annual ab-
lation exceeds annual accumulation, giving net loss of 
snow and ice.

Accretion. Increase in ice mass by freezing of basal or 
surface water.

Accumulation. Snow or ice added to an ice mass via 
snowfall, frost deposition, rainfall that freezes on/in the 
ice mass, refrozen meltwater, wind-blown snow deposi-
tion, or avalanching.

Accumulation area ratio (AAR). The fractional area of 
a glacier represented by the accumulation zone at the 
end of the summer melt season (AAR = accumulation 
zone area/glacier area).

Accumulation zone. The area of a glacier where an-
nual accumulation exceeds annual ablation, giving net 
accumulation.

Active layer. The layer of seasonally frozen ground in 
contact with the atmosphere, usually with reference to 
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permafrost terrain. Active layer depths vary from centi-
meters to several meters. 

Aufeis. See icing. Also known as naled.

Bergeron process. Process by which ice crystals grow at 
the expense of cloud droplets in mixed clouds, through 
selective vapor deposition onto ice crystals. This process 
is driven by the lower saturation vapor pressure over ice 
crystals, relative to water droplets.

Clathrate hydrate. Gases (e.g., methane) trapped in an 
ice-crystal “shell” or “cage,” found frozen in permafrost 
and in shallow seafloor sediments (e.g., cold continental 
shelf environments).

Clausius–Clapeyron relation. The thermodynamic re-
lationship between pressure and temperature, which un-
derlies both (i) the pressure melting point depression in 
ice and (ii) the increase in saturation vapor pressure with 
temperature in the atmosphere.

Drift ice. See pack ice.

East Antarctica. The portion of Antarctica that lies 
mostly in the Eastern Hemisphere, east of the Transant-
arctic Mountains (Ross Sea sector) and the Thiel Trough 
(Weddell Sea sector). Most of the East Antarctic ice sheet 
is grounded above sea level, on a contiguous landmass.

Equilibrium line altitude (ELA). The elevation at which 
seasonal snow accumulation balances ablation on a 
glacier.
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Fast ice. Sea ice that is frozen to the shore. Also called 
landfast ice.

Firn. Multiyear snow that is in transition from mete-
oric snowfall to glacier ice. Firn densities typically range 
from 550 to 830 kg m–3. 

Floating ice. Ice that is floating in water. Lake, river, 
and sea ice form from in situ freezing of the water. Once 
initiated, meteoric precipitation (snow or frozen rain-
water) adds to the ice mass. In contrast, floating glacier 
ice (e.g., in ice shelves) is advected/transported to the 
water body from a terrestrial ice mass. Icebergs are frag-
ments of glacier ice that have broken off and are now  
floating.

Frazil ice. The early stages of small ice crystal growth in 
rivers, lakes, and oceans, when waters are supercooled 
and turbulent.

Frost. Deposition of ice on a surface, forming directly 
from water vapor.

General circulation model (GCM). Three-dimensional 
model of atmosphere or ocean dynamics. Conveniently, 
GCM also stands for global climate model, and this ac-
ronym is now used interchangeably. 

Glaciated. A region or landscape influenced by past gla-
cial (e.g., Pleistocene Ice Age) cover.

Glacier. A perennial terrestrial ice mass that shows evi-
dence of motion via gravitational deformation.
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Glacier ice. Polycrystalline ice formed from snow meta-
morphism, with a density of 830 to 920 kg m–3. The tran-
sition from firn to ice at ~830 kg m–3 is associated with 
bubble close-off. 

Glacierized. A region or river basin where glaciers are 
currently present.

Glacier mass balance. The overall gain or loss of mass for 
a glacier or ice sheet over a specified time interval, typi-
cally 1 year. This can be expressed as a rate of change of 
mass (kg yr–1), ice volume (m3 yr–1), or water-equivalent 
volume (m3 w.e. yr–1). See also specific mass balance and 
surface mass balance.

Grounded ice. A glacier or ice sheet that is resting on 
bedrock or sediments. It can be grounded either above 
or below sea level.

Ground ice. Ice in permafrost or seasonally frozen 
ground. Also known as soil ice.

Grounding line. The transition zone between grounded 
and floating ice.

Heinrich event. Episodic surge events from the Hudson 
Strait sector of the Laurentide ice sheet.

Ice Age. See Pleistocene Ice Age.

Iceberg. A fragment of a glacier or ice shelf that has bro-
ken off (see calving) from the main ice mass and is now 
floating in a lake or sea. 
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Ice cap. A dome of glacier ice that overwhelms the local 
bedrock topography, with the ice flow direction gov-
erned by the shape of the ice cap itself.

Icefield. A sheet of glacier ice in an alpine environment 
in which the ice is not thick enough to overwhelm the 
local bedrock topography, but is draped over and around 
it; glacier flow directions in an icefield are dictated by the 
bed topography.

Ice sheet. A large (i.e., continental-scale) ice cap.

Ice shelf. Glacier ice that has flowed into an ocean or 
lake and is floating, no longer supported by the bed.

Icing. A thin sheet of ice that forms from refreezing of 
meltwater (e.g., superimposed ice on glaciers) or from up-
welling of groundwater to a cold subaerial environment. 
Icings can have large horizontal extents of several square 
kilometers in the latter case. Also known as aufeis or naled. 

Katabatic wind. Downslope wind resulting from gravi-
tational drainage of cold air masses. These are common 
on valley glaciers and the flanks of ice caps and ice sheets. 

Lake ice. Floating ice on a lake, initially formed by freez-
ing of the lake water. 

Last glacial maximum (LGM). Period of maximum ex-
tent of the last Pleistocene glacial ice sheets, ca. 21,000 
years ago.

Massive ice. Lenses or wedges of highly concentrated or 
pure ice in frozen ground.
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Milankovitch cycles. Variations in the Earth–Sun orbit 
on timescales of 104 to 105 years (tens to hundreds of 
kyr), which lead to changing seasonality and latitudi-
nal distribution of insolation. These orbital variations 
drive the glacial–interglacial cycles of the Quaternary 
period.

Mixed clouds. Clouds from 0°C to about –40°C, with a 
mixture of ice crystals, supercooled water droplets, and 
water vapor.

Nêvé. The accumulation area of an icefield, often associ-
ated with thick layers of firn. 

Pack ice. Drifting sea ice that is consolidated.

Pancake ice. Discrete, rounded pieces of sea or lake ice 
up to a few meters in diameter.

Periglacial. Terrestrial environments influenced by gla-
cial or permafrost activity.

Permafrost. Perennially frozen ground, technically de-
fined as ground that is at or below 0°C for at least 2 years.

Proglacial. The environment adjacent to a glacier, also 
referred to as the glacier forefield. For most contem-
porary glaciers, the proglacial environment is the re-
cently deglaciated region where vegetation has yet to 
take hold.

Orbital variations. See Milankovitch cycles.
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Pleistocene Ice Age. The last ~2.6 million years in Earth 
history, characterized by at least 40 advances and retreats 
of glacial ice (glacial–interglacial cycles) over much of 
the world, in particular the Northern Hemisphere land 
mass. Also known as the Quaternary Ice Age.

River ice. Floating ice on a river, initially formed by 
freezing of the river water. 

Sea ice. Floating ice formed by freezing of seawater.

Snow. Ice-crystal precipitation that accumulates on the 
surface.

Snowball Earth. Episodes of complete global glacier and 
sea-ice cover in Earth’s distant past.

Specific mass balance. The area-averaged mass balance 
rate on a glacier (kg m–2 yr–1), often expressed as the rate 
of water-equivalent thinning/thickening (m w.e. yr–1).

Subglacial. The environment beneath a glacier, at the 
ice–bed interface.

Supraglacial. On the surface of a glacier.

Surface mass balance. The mass balance at the atmo-
sphere–glacier interface, associated with net snow accu-
mulation minus surface ablation. This is often referred to 
as the glacier’s mass balance, but strictly speaking mass 
balance also includes the gain and loss of ice in englacial, 
subglacial, and ice-marginal environments (i.e., associated 
with calving).
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West Antarctica. The low-lying portion of Antarctica 
that lies mostly in the Western Hemisphere, west of the 
Transantarctic Mountains. Most of the West Antarctic 
ice sheet is grounded below sea level, on a network/
archipelago of islands/tectonic blocks separated by deep 
troughs.



 

Notes

Chapter 6

1. Based on a global ocean area of 3.62 ́  108 km2 and densi-
ties of 910 kg m–3 and 1000 kg m–3 for ice and meltwater.

2. The time required to reach (1 – 1/e) (~63%) of an expo-
nential transition from an initial to a final state.

Chapter 9

1. Irradiance increases with time as part of the ca. 
10-billion-year life cycle of G2-type stars like the Sun.
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Annotated Bibliography

For each chapter, recommendations for further reading 
are listed followed by literature and Web resources ex-
plicitly referenced in the text.

Chapter 1: Introduction to  
the Cryosphere

Further Reading

Gosnell, M. (2005). Ice: The Nature, the History, and the Uses 
of an Astonishing Substance. Alfred A. Knopf, New York, 
560 pp.

Slaymaker, O., and R.E.J. Kelly (2007). The Cryosphere and 
Global Environmental Change. Blackwell Publishing, Mal-
den, MA, 261 pp.

United Nations Environment Programme (2007). Global 
Outlook for Ice and Snow. 238 pp. Available at: http://www 
.unep.org/geo/geo_ice/.

Recent reviews of Antarctica and Greenland provide 
well-illustrated and detailed assessments of these domi-
nant features in the global cryosphere:

AMAP (2009). The Greenland Ice Sheet in a Changing Climate: 
Snow, Water, Ice and Permafrost in the Arctic (SWIPA) 
(D.  Dahl-Jensen, J. Bamber, C.E. Bǿggild, et al.). Arctic 
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Monitoring and Assessment Programme (AMAP), Oslo, 
Norway, 115 pp.

Turner, J., R.A. Bindschadler, P. Convey, et al. (2009). Antarctic 
Climate Change and the Environment. Scientific Committee 
on Antarctic Research, Cambridge, UK.

Extensive cryospheric metadata, data, and summary 
reports are available at the U.S. National Snow and Ice 
Data Center: http://nsidc.org/index.html. 

References Cited

Early energy balance studies identifying the importance 
of snow and ice albedo to global climate include the sem-
inal works of Budyko and Sellers:

Budyko, M.I. (1969). The effect of solar radiation variations on 
the climate of the Earth. Tellus, 21, 611–619.

Sellers, W.D. (1969). A global climatic model based on the en-
ergy balance of the Earth-atmosphere system. Journal of 
Applied Meteorology, 8, 392–400.

Historical sea ice area and extent are from:

Fetterer, F., K. Knowles, W. Meier, and M. Savoie (2002, up-
dated 2011). Sea Ice Index. National Snow and Ice Data Cen-
ter, Boulder, CO (digital media).

Snow cover data from 1966 to 2006 are available from 
UNEP (2007), compiled following Armstrong and 
Brodzik (2005). We update this to March 2011 with 
monthly Northern Hemisphere snow cover data kindly 
provided by Thomas Estilow of Rutgers University 
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Global Snow Lab, based on the methods described in 
Robinson and Frei (2000). See also http://climate.rutgers 
.edu/snowcover.

Armstrong, R.L., and M.J. Brodzik (2005). Northern Hemi-
sphere EASE-Grid weekly snow cover and sea ice extent 
version 3. National Snow and Ice Data Center, Boulder, CO 
(digital media).

Robinson, D.A., and A. Frei (2000). Seasonal variability of 
northern hemisphere snow extent using visible satellite 
data. Professional Geographer, 51, 307–314.

UNEP/GRID-Arendal (2007). Mean snow-cover extent in the 
Northern Hemisphere 1966-2006. UNEP/GRID-Arendal 
Maps and Graphics Library. Available at: http://maps.grida 
.no/go/ graphic/mean-snow-cover-extent-in-the-northern 
-hemisphere-1966-2006.

Permafrost area is from Zhang et al. (2008), and gla-
cier and ice sheet extents in table 1.1 are updated from 
Lemke et al. (2007), with ice on the Antarctic Peninsula 
accounted as peripheral glacier cover, dynamically dis-
tinct from the Antarctic ice sheet. See chapter 6 for a full 
discussion of ice area and volume estimates in table 1.1.

Brown, J., O.J. Ferrians, Jr., J.A. Heginbottom, and E.S. Mel-
nikov (1998, revised February 2001). Circum-Arctic Map of 
Permafrost and Ground-Ice Conditions. National Snow and 
Ice Data Center/World Data Center for Glaciology, Boul-
der, CO (digital media).

Lemke, P., J. Ren, R.B. Alley, I. Allison, J. Carrasco, G. Flato, 
Y.  Fujii, G. Kaser, P. Mote, R.H. Thomas, and T. Zhang 
(2007). Observations: Changes in snow, ice and frozen 
ground. In: Climate Change 2007: The Physical Science Basis. 
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Contribution of Working Group I to the Fourth Assessment 
Report of the Intergovernmental Panel on Climate Change 
(S. Solomon, D. Qin, M. Manning, Z. Chen, M. Marquis, 
K.B. Averyt, M. Tignor, and H.L. Miller, eds.). Cambridge 
University Press, Cambridge, UK, pp. 337–383.

Zhang T., R.G. Barry, K. Knowles, J.A. Heginbottom, and 
J. Brown (2008). Statistics and characteristics of permafrost 
and ground ice distribution in the Northern Hemisphere. 
Polar Geography, 31 (1–2), 47–68.

Chapter 2: Material Properties  
of Snow and Ice

Further Reading

The microphysics of ice crystals are thoroughly described 
in Fletcher (1971) and Hobbs (1974). Mellor (1978) and 
Weeks and Ackley (1982) discuss many aspects of the 
macroscale behavior of snow and sea ice. 

Fletcher, N.H. (1971). Structural aspects of the ice-water sys-
tem. Reports on Progress in Physics, 34, 913–994.

Hobbs, P.V. (1974). Ice Physics. Oxford University Press, Ox-
ford, UK, 837 pp.

Libbrecht, K.G. (2005). The physics of snow crystals. Reports 
on Progress in Physics, 68, 855–895.

Mellor, M. (1978). Engineering properties of snow. Journal of 
Glaciology, 19 (81), 15–66.

Weeks, W.F., and S.F. Ackley (1982). The Growth, Structure, 
and Properties of Sea Ice. CRREL Monograph 82-1. U.S. 
Army Corps of Engineers, 130 pp.
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Gosnell’s (2005) popular treatise on Ice (cf. chapter 1) of-
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the peculiarities of water, including the delightful quote 
from James Trefil.
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on scanning electron microscope images of snowflakes 
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Beltsville, Maryland (e.g., Wergin et al., 1998; Rango et 
al., 2000). Bill Wergin kindly provided the microphoto-
graph in figure 2.1b.
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Different values for the thermodynamic properties of 
snow and ice are found in the research literature, so it is 
difficult to distill this to single “recommended” values. 



256

ANNOTATED BIBL IOGR APHY

Consistent with the climate-system emphasis within this 
text, I emphasize the macroscale (rather than molecular-
scale) thermodynamic behavior, and recommended 
values here are based on recent field-data compilations, 
where possible. 
	 Snow density and snow/ice albedo data from Haig 
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sure on the melting point of glacier ice are discussed in 
detail in Cuffey and Paterson (2010). Parameterizations 
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thermodynamic model of sea ice. Journal of Geophysical 
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Anne Nolin kindly provided the data for spectral reflec-
tance of snow as a function of wavelength, based on the 
model of Wiscombe and Warren (1980). Typical snow 
and ice albedo values and the physical properties that af-
fect these are gathered from:
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Warren, S.G., and W.J. Wiscombe (1980). A model for the 
spectral albedo of snow, II: Snow containing atmospheric 
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Chapter 3: Snow and Ice 
Thermodynamics

Further Reading

Numerous texts describe the essentials of atmospheric 
thermodynamics, which provide helpful complementary 
reading. Two excellent examples include: 

Bohren, C.F., and B.A. Albrecht (1998). Atmospheric Thermo-
dynamics. Oxford University Press, New York.

Petty, G. (2008). Introduction to Atmospheric Thermodynam-
ics. Sundog Press, Madison, WI.

The text of Stull (1988) offers a thorough general treat-
ment of boundary layer meteorology, which lays out the 
theoretical foundation for turbulent energy exchange. 
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Specific applications to turbulent heat transfer over snow 
and ice are presented in Andreas (1987, 2002).

Andreas, E.L. (1987). A theory for the scalar roughness and the 
scalar transfer coefficients over snow and sea ice. Boundary 
Layer Meteorology, 38, 159–184.

Andreas, E.L. (2002). Parameterizing scalar transfer over snow 
and ice: A review. Journal of Hydrometeorology, 3, 417–432.
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Chapter 4: Seasonal Snow and 
Freshwater Ice

Further Reading

Mariana Gosnell’s Ice (see chapter 1) provides an engag-
ing narrative on the subtleties and quirks of lake ice. 
References cited below provide more scientific detail on 
freshwater ice. Gray and Male’s (1981) Handbook of Snow 
gives an expansive discussion into many aspects of sea-
sonal snow that are not possible to discuss here, with a 
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turing the wonder and intricacies of snow crystals, with 
a repertoire of texts that range from children’s books to 
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Chapter 5: Sea Ice

Further Reading

The classical text edited by Norbert Untersteiner, The Geo-
physics of Sea Ice, contains many fundamentals that shape 
current understanding and modeling of sea ice, including 
several topics that were not possible to cover here. Several 
other seminal articles are recommended here.
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Numerous texts examine ocean physics and the proper-
ties of seawater: essential background reading for those 
who wish to delve further into sea-ice dynamics. Pond 
and Pickard (1991) is a very readable introduction. The 
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accessible overview.
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The freezing point of seawater as a function of salinity is 
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1986). I adopt the treatment of sea-ice thermodynamics 
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Further Reading
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